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The deliverable D3.2 ‘Living Labs trials preparation report’ is based on the tasks T3.2,
T3.3 and T3.4 were the LL specified there LL test scenarios and test cases and processed
the test cases for a first time to state the level of

e Technical readiness of the definded technical components (Hardware, services or
software)

e Operational readiness for demonstration the defined use cases within the defined
infrastructure

e Readiness to process the trials for collecting the data for evaluation
e Readiness for evaluation in the tasks T3.4 and T3.5.

The basic framework and the scenario specification therefore have been defined in
deliverable D3.1 ‘Trial methodology, planning and coordination’. D3.2 will complement
aspects for technical test cases to the storyboards to have a clear procedual
understanding for each component needed for the use cases.

The following table shows an overview of all WP3 realted tasks.

T3.1 Specify a framework for the operation of LL trials and evaluation

Specify LL test scenarios and test cases for the LL Athens and process test
T3.2 cases

Specify LL test scenarios and test cases for the LL Hamburg and process
T3.3 test cases

Specify LL test scenarios and test cases for the LL Koper and process test
T3.4 cases

T35 Evaluate and assess the LL trial data for operation optimization

T3.6 Evaluate and assess the social and economic impacts

The basic methodology set up in D3.1 will be complemented in D3.2 by specifying the
test cases and the test processing to be ready for the submission of the data for evaluation
and the overall coordination to monitor the trials demonstrated in the context of 5G-
LOGINNOV.

13
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Deliverable D3.1 has standardized the aspects on a

1. common trial methodology per each LL base on storyboards to detail and describe
the demonstration and all relevant information to setup and perform the LL UCs.

2. LL planning the ‘LL trial plans’ have been initiated by setting up a common template
for the related aspects of planning and monitoring.

The following chapters of D3.2 are structured with an introduction (Chapter 2) to the 5G-
LOGINNOV project, the objectives of the deliverable and the intended audience. Chapter
3 focuses on the overall methodology approach and by the LL for test cases and the
related aspects of the deliverables D3.1, D1.4 and D2.2. Within Chapter 4 the LL have
defined and presented for the LL the test strategy, the test planning and the test results
in preparation of the trials. Within the Annex test protocols and time planning sheets are

added.

The summary of the test results states the overall readiness of the LL setups for the trials:

position data, feedback to driver, result overview at
the LCMM portal. Parallel use of GLOSA for traffic
light forecast during trip.

Athens 5G NSA network testing by Vodafone (local MNO) | Testing and evaluation of 5G
network at PCT premises illustrate
normal operation.

Ready for the trial phase.
Athens NFV-MANO service orchestration of Al-enabled NFV-MANO platform and
services with 5G network support for lifecycle kubernetes cluster ready to
management operations orchestrate Al services (UC3, UC4,
UC5) at the port premises.
Ready for the trial phase.
Athens 5G&AI enabled rapid alert system in yard truck People succesfully detected in truck
operations for collision avoidance (UC3) proximity based on live 4K streams
from on-truck camera.
Ready for the trial phase.
Athens 5G&AI enabled video analytics for human People successfully detected based
presence detection in high risk areas (UC4) on live video input from 4K cameras.
Ready for the trial phase.
Athens 5G&AI enabled container seal detection at the Container seals succesfully detected
loading/unloading process of vessels (UC5) based on live video feed from 4K
cameras installed on quay side
cranes.
Ready for the trial phase.

Athens Predictive Maintenance (UC7) Necessary data from predictive
maintenance algotithm are
transmitted from 5G truck to EAMS.
Ready for trial phase.

Athens Device management platform ecosystem (UC2) Truck driver succesfully manuvers
with support of external video feed
Ready for the trial phase

Hamburg | Use of LCMM by running vehicle trips, collection of | LCMM ready for trials.

position data, feedback to driver and result LCMM data for KPIs 1-12 available.
overview at the LCMM portal.

Hamburg | Use of LCMM by running vehicle trip, collection of LCMM ready for trials.

LCMM data for KPIs 1-12 available
GLOSA ready for trials. GLOSA
data available for KPIs 1-12.
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Hamburg | Use of LCMM @ Skylark device, collection of LCMM data via skylark device ready
position data by Skylark (precise position service), | for trials.
result overview at the LCMM portal. Data especially for KPI 14 available.
Hamburg | Collection of position data, including vehicle speed, | Conti loT device ready for the
acceleration, altitude with Conti loT Device. trialse.
Conti loT device data available for
KPIs 1-10.
Hamburg | Use of LCMM by running vehicle trip, collection of LCMM ready for trials.
position data, feedback to driver, result overview at | LCMM data for KPIs 1-12 available
the LCMM portal. Parallel use of GLOSA platoon GLOSA ready for trials. GLOSA
for traffic light forecast during trip. data available for KPIs 1-12 within
platoon mode for KPlIs 5,6,9,10.
Hamburg | Use of Mobileum to measure 5G Bandwidth and Mobileum tool setup ready for trials.
Latency during vehicle trips at TAVF Cellular data available for KPlIs
13,15,16.
Hamburg | Use of Entruck during vehicle trip, collection of Entruck and Skylark ready for trials.
position data, overview of results on Entruck Data available for KPIs 1-12 and 14
Online
Koper Initial 5G 0T System Deployment Automation 5G loT system successfully
(collector, Reference server) deployed in lab environment and
ready for the pre-testin LL
environment.
Koper Initial Private 5G System Deployment Automation Private 5G System deployed and
ready for the trial phase
Koper Initial 5G Drive test (n7 5G NR, Macro CN) Initial drive test performed, results
expected, setup ready for the trial
phase.
Koper 5G Drive test (n7 and n78 5G NR, local CN) This is trial phase test only —
continuation of pre-test UC1-S3-1.
Koper Continuous 5G NSA testing (n7 5G NR, Macro Pre-test procedure and results do
CN) not show any significant anomalies.
Ready for the trial phase.
Koper Continuous 5G NSA testing (n7 and n78 5G NR, This is trial phase test only —
Macro CN) continuation of pre-test UC1-S4-1.
Koper Continuous 5G SA testing (n78 5G NR, Local 5G Pre-test procedure and results do
CN) not show any significant anomalies.
Ready for the trial phase.
Koper Collection of position data, including vehicle speed, | Pre-test procedure and results allow
acceleration, altitude for the trial phase to start.
Koper Optical Character Recognition of container Objects (incl. text and IMDG label)
markings and Container Damage Detection successfully recognized, ready for
the trial phase
Koper Drone based video streaming Ready for the trial phase.
Koper Body worn camera-based video streaming Ready for the trial phase.
Koper People and vehicle detection in the controlled area | Objects successfully detected, ready

for the trial phase.
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5G-LOGINNOV’s main aim is to design an innovative framework addressing integration
and validation of CAD/CAM technologies related to the industry 4.0 and ports domains
by creating new opportunities for LOGistics value chain INNOVation. 5G-LOGINNOV wiill
focus on seven 5G-PPP Thematics and support to the emergence of a European offer for
new 5G core technologies in 11 families of Use cases.

5G-LOGINNOQV is supported by 5G technological blocks, including new generation of 5G
terminals notably for future Connected and Automated Mobility, new types of Internet of
Things 5G devices, data analytics, next generation traffic management and emerging 5G
networks, for city ports to handle upcoming and future capacity, traffic, efficiency and
environmental challenges. 5G-LOGINNOV will deploy and trail 11 families of Use cases
beyond TRL7 including a GREEN TRUCK INNITIAVE using CAD/CAM and automatic
trucks platooning based on 5G technological blocks. Thanks to the new advanced
capabilities of 5G relating to wireless connectivity and Core Network agility, 5G-
LOGINNOV ports will not only significantly optimize their operations but also minimize
their environmental footprint to the city and the disturbance to the local population.

5G-LOGINNOQV will be a catalyst for market opportunities build on 5G Core Technologies
in the Logistics domains, thus being a pillar of economic development and business
innovation and promoting local innovative high-tech SME and Start-Ups. 5G-LOGINNOV
will open SMEs’ and Start-Ups’ door to these new markets using its three Living Labs as
facilitators and ambassadors for innovation on ports. 5G-LOGINNOV promising
innovations are key for the major deep sea European ports in view of the mega-vessel
era (Hamburg, Athens), and are also relevant for medium sized ports with limited
investment funds (Koper) for 5G.

The purpose of deliverable D3.2 ‘Living Labs trials preparation report’ is to report the
technical readiness of the defined components to demonstrate and execute the LL use
cases. Based on the tasks T3.2, T3.3 and T3.4 where the LL specified there LL test
scenarios and test cases and processed the test cases for a first time to state the level of
readiness.

The detailed objectives are:

e Technical readiness of the definded technical components (Hardware, services or
software)

e Operational readiness for demonstration the defined use cases within the defined
infrastructure

16
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e Readiness to process the trials for collecting the data for evaluation
e Readiness for evaluation in the tasks T3.4 and T3.5.

The basic framework and the scenario specification therefore have been defined in
deliverable D3.1 “Trial methodology, planning and coordination’. D3.2 will complement
the basic framework of D3.1 by aspects for technical test cases to the storyboards.

The dissemination level of D3.2 is a ‘public’ (PU) deliverable and available to members
of the consortium, the Commission Services and those external to the project. It is
specifically aimed at providing the 5G-LOGINNOV consortium members to get a clear
understanding of the final step before operating the trials to collect relevant data for KPI
evaluation.

17
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The deliverable D3.2 ‘Living Labs trials preparation report’ is to report the technical
readniness of the defined components to demonstrate and execute the LL use cases.
Based on the tasks T3.2, T3.3 and T3.4 where the LL specified there LL test scenarios
and test cases and processed the test cases for a first time to state the level of readiness.

The detailed objectives are:

e Technical readiness of the definded technical components (Hardware, services or
software)

e Operational readiness for demonstration the defined use cases within the defined
infrastructure

¢ Readiness to process the trials for collecting the data for evaluation
e Readiness for evaluation in the tasks T3.4 and T3.5.

The basic methodology has been set up in D3.1 and will now be complemented in D3.2
by specifying the test scenario, test cases cases and the technical test processing to be
ready for the submission of the data for evaluation and the overall coordination to monitor
the trials demonstrated in the context of 5G-LOGINNOV.

The following chapters of D3.2 will remember the storyboard approach, the trial planning
and the evalauation aspects to be covered.

In order to have a very clear view on the course of the demonstrations deployed in each
LL, the LL leaders will define storyboards. The objective of the storyboards is to detail
and describe all relevant information to setup and perform a single UC.

The storyboards describe in simple words what is needed to perform the UC deployed by
the LL and how it will be processed. It starts e.g. when the user arrives at the location of
the demonstration, describes the whole process he/she is following and ends with the last
action completing. Pictures/cartoons have been added to illustrate the story. Most of the
LL have several storyboards, usually one for each UC and related KPIs because the
experience for each UC is different.

The exercise of detailing step by step is very helpful for the related tasks T3.2, T.3.3 and
T3.4 in the LL. It is helpful in the sense that it allows highlighting all actions needed for a
smooth execution of the demonstration. The storyboards also aim at integrating the rather
technical demonstrations into a comprehensive, user and business-oriented context.
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To increase transparency and comparability the template for the storyboards covers the
following aspects:

Storyboard ID Numeric identifier for each Living Lab for the storyboard

Title Name of the storyboard

uc List of relevant use cases for the storyboard

KPI List of the relevant KPIs for the storyboard

Baseline Data Description of the approach to collect baseline data (Level KPI)
Operational data Description of the approach to collect operational data (Level KPI)
Evaluation Data Description of the approach to provide data for evaluation (Level KPI)

All needed information on:

e The organizational ‘setup’: e.g. Vehicles, infrastructure,
participants etc.

e The technical setup to process the storyboard with

Action/sub UC / step ... regards to WP2 architecture and the overall technical

bracket related to 5G technologies

e Optional information about ‘story’ and ‘setup’ e.g. diagrams,
maps, pictures etc.

Based on this structure of the storyboards the initial storyboards per LL are defined in
chapter 4.

Within this deliverable the LL will provide their initial specification of each LL storyboard
which will be used for the tasks T3.2, T.3.3 and T3.4 and updated in deliverable D3.2
‘Report on the Living Labs preparation and readiness of the trials’.
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The 5GLOGINNOCV LL trial plans are defined by each LL per storyboard and related
KPIs. The template for the ‘LL trial plan’ has been initiated by setting up a common
template for the related aspects. Aspects are defined by items like:

Name of the LL

Date

Version

Storyboard Number
KPIl and name of KPI

Number of iterations
Baseline Data collected

Baseline KPI calculated

Baseline data pushed for
evaluation

Status UC deployment

Test setup ready

Operational data
collected

Operational KPI
calculated

Operational data pushed
for evaluation

Name of the LL

Date of the version edited
Version of the planning
ID of the storyboard defined for the storyboard

ID and name of the related KPI

Number of planned iterations
Date to confirm baseline data for the Storyboard/KPI are collected

Date to confirm baseline data are finally calculated
Data to confirm baseline data are transferred to central data storage

Date to confirm deployment has been finalized for the storyboard

Date to confirm test/trial setup has been finalized for the storyboard

Date to confirm operational data for the Storyboard/KPI are collected

Date to confirm operational data are finally calculated

Data to confirm operational data are transferred to central data storage

Within an iterative process all objects of the planning are the result of the contributions

by the LL.

The template therefore has been agreed by all LL leaders and will be initially setup for
each LL within this deliverable (see Annex). The trial planning sheet covers the status
overview on trial preparation per storyboard and the execution. Within deliverable D3.1
there is one initial LL trial plan per LL and this initial trial plan is added as annex to this

deliverable.
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#Test Iteration planned

#Test Iteration excecuted (sucessful)
_|planned

under construction

done

During the performance of the trails in the LL the planning will also feed the deliverable
D3.2 ‘Report on the Living Labs preparation and readiness of the trials’. In this sense the
matrix is foreseen as monitoring basis for the readiness and the execution of the trials.
The structure and the related items are also based on contributions by the LL. For the
structure and the frame of monitoring see also Table 4: LL trial planning objects: Overview
During the processing of the tasks 3.2, 3.3 and 3.4 this ‘LL trial plan’ will be updated by
needs of the task progress. To discuss the plans with the LL frequently bi-weekly calls
with the LL leaders will be organized to update the ‘LL trial plan’ if replanning is needed
and to monitor the progress concerning performance and data collection. The final
outcome of the updated ‘LL trial plans’ will be reported in deliverable D3.2 by each LL. To
assess the execution, the progress and the collection of data for the KPIs, finally to
monitor and to assess the success of stories defined by the LL the ‘LL trial plans’ will offer
the overview of the operation by each LL during processing the tasks 3.2, 3.3 and 3.4.

The outcome of the assessment will also be documented in deliverable D3.2. During
processing the tasks 3.2, 3.3 and 3.4 the ‘Progress matrix’ will be analyzed by the WP3
core trial team (LL leaders and WP3 task leader) on necessary refinements for the
execution of the trials.
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The evaluation aims to assess the impact of 5G-LOGINNOV on port operations (T3.5)
and on the society, economy, and environment (T3.6), based on the data collected by the
tools developed in the context of the project (T2.2). In the end, 5G-LOGINNOV will
demonstrate a set of use cases (UC) within the three Living Labs (LLs) and the evaluation
will assess the impact.

5GLOGINNOV Evaluation Framework

1) Action Plan

Technical and Operational - T3.5

2) Quantitative Analysis

Societal and Environmental - T3.6

Evaluate the importance of Critical Rank of CSFs
Success Factors for port operations by Imporance
optimization
3) Qualitative Analysis
Evaluate the impact of Use Cases based Rank of Use Cases
on based on a set of Macro-Micro Criteria by Impact

In general, the evaluation methodology of 5G-LOGINNOV consists of the following
components:

1. An Action Plan to assist step by step the LL leaders and the project partners in the
evaluation process.

2. A guantitative analysis, which consists of a set of KPIs that are measured based
on data collected during the UCs demonstration. The objective of the indicators is
to measure the impact of the UCs on:

e Technical and operational aspects (T3.5).
e Societal and environmental aspects (T3.6).

3. A qualitative analysis that aims to:

e Evaluate the most important Critical Success Factors (CSF) for port
operations optimization (T1.4).

e Evaluate the impact of 5G-LOGINNOV UC according to a set of Macro and
Micro-Criteria (T1.4).

The KPIs selected and specified in D1.4 by each LL rely on the capability of measuring
the impact of each UC and the possibility to calculate them.

Within the storyboards the relation to the relevant KPIs and the data to be collected during
the performance for the evaluation is described.
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With reference to the data collection, the requirements of the tool for the data collection
had to be defined. It was agreed that some data needs to be collected prior to the
implementation of the 5G-LOGINNOV UC to assess the baseline scenario and to quantify
the “before” situation.

The data collection process is based on the data management for 5G-LOGINNOV.

Technical Developments Evaluation Open
- Research

LL Mambosrg / o - ' i Data

Developments and TYTIN
Trials LELLI l - o ‘
' J/ | e A S CEOET R
< ]
Developments and - - { _ ,
Trials o

Developments and

Trials

The overall approach of D2.2 ‘Data collection and evaluation procedures’ is still under
development during the time of writing the present deliverable, but the data collection
principles are already defined. These principles focus on:
1. The LL are responsible for collecting KPI relevant data.
2. The LL will decide whether a preliminary calculation of data by the LL is needed.
3. The LL will provide all relevant data to the central data collection tool.
4. The LL will add meta data within agreed data schemes to the collected/calculated
LL data (Figure 4).
5. All data are foreseen for the evaluation processes within 5G-LOGINNOV and
ORDP.
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The central data collection tools or central server will primarily make the collected
evaluation data available to the 5G-LOGINNOV tasks that will conduct the evaluation
(T3.5 and T3.6). Additionally, the tool will help in publishing some of the collected datasets
under the frame of ORDP1 in which 5G-LOGINNOQYV is participating.

7

* https://data.europa.eu/data/datasets/open-research-data-the-uptake-of-the-pilot-in-the-first-calls-of-horizon-
20207locale=en
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In 5G-LOGINNOV project, the Athens LL developed a set of use cases and platforms which communicate
over the 5G NSA network with different types of end devices (5G-Trucks, 5G-Cranes, 5G-loT, 5G UES).
5G technology will enable the use case innovations exploiting the eMBB service and low latency
transmissions of 5G, including NFV-MANO based applications and service orchestration, pioneering far
edge computing solutions, 5G truck telematics, computer vision and Al/ML-based video analytics.

Particularly, the portfolio of application innovations includes live tracking of 5G (yard and external) truck
operations for collision avoidance (UC3); coordination with external truck operations (UC2); and predictive
maintenance services (UC7) by exploiting telemetry and video data (from various on-truck sensors)
aggregated over the fleet of 5G connected trucks in (near-)real time; 4K transmissions of voluminous uplink
(and/or downlink) inferenced video streams from deployed Al-enabled 5G-IoT devices (UC3, UC4, UC5)
for safety/security applications and port operations monitoring; remote, automated management and
orchestration of end-to-end computer vision analytics services targeting safety/security and logistics
applications, orchestrated as NFV-MANO services with 5G network support for lifecycle management of
various service components.

Table 5 lists the storyboards for trials as described initially in D3.1. It includes 5G KPI measurements as
enablers for port operations and 5G LOGINNOV use cases, as well as logistics KPIs to measure the impact
and need of 5G technology on the identified use cases and daily port operations.

As mentioned in previous deliverables and the amendment, UC3: optimal container job allocation, will not
exploit 5G localization services (hence we also remove LL_Athens_Story #3 as described in D3.1).
Instead, a 5G&AIl enabled rapid alert delivery system is designed and developed for collision avoidance
between trucks and personnel, exploiting the eMBB service of 5G and low latency transmissions, tailored
to personnel safety. To this end the new storyboard (LL_Athens_Story #8 in Table 5 will be explained in
Annex 1, and relevant test case #3) is tailored to the new augmented use case scenario. For more details
in UC3 changes, please refer to D2.3.

In summary the project’s trials are focused on measuring the performance of the private 5G NSA network
as use case enabler, the impact of NFV-MANO enabled video analytics services targeting security, safety
and logistics applications, as well as 5G truck telematics services for improving the efficiency of yard truck
operations and coordination with external tucks, as well as reducing the environmental footprint in the
nearby area.

The following subsections describe the pre-test conducted to facilitate the Athens LL readiness for trials,
as well as the distinct steps to be followed for the actual LL trials of the use cases, bind to a timeline per
use case and storyboard.

LL Athens_Story #1 (cross collaboration with Koper LL, using ININs gMON monitoring platform for
measuring 5G network KPI's)

5G-LOGINNOV 5G-NSA network (Release 15) at Piraeus Container Terminal (PCT)

# UC2, UC3, UC4, UC5, UC7

LL Athens_Story #2

5G-LOGINNOV Device Management Platform Ecosystem

# UC2

LL Athens_Story #4

5G-LOGINNOV NFV-MANO enabled video analytics platform.

# UC3, UC4, UC5

LL Athens_Story #5

5G-LOGINNIOV optimal surveillance cameras and video analytics (human presence detection)
# UC4
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LL Athens_Story #6

5G-LOGINNOV Automation for Ports: Port Control, Logistics and Remote Automation (Container
Seal Detection)

# UC5

LL_Athens_Story #7

5G-LOGINNOV Predictive Maintenance

# UC7

LL Athens_Story #8

5G-LOGINNOV 5G&AI Enabled Rapid Alert System for Collision Avoidance

# UC3

The LL Athens has defined the following KPIs which will be measured during the trials. These KPIs are
aligned with the above listed storyboards and testcase scenarios that will follow. For more details in the
KPIs please refer to D1.4.

Measurable objectives
and indicators

KPI

Description

Data Needed

Owner

Measurable objectives
and indicators

KPI

Description

Data Needed

Owner

Novel surveillance technologies and mechanisms (pioneering portable
5G-1oT device, Al/ML based video analytics) with MANO orchestration
Support

Model Inference Time

The time required for the machine learning model to process the input
of video stream(s) and infer the presence/absence of people

Time dedicated for analysing each of the video/images of the risk
area(s)

ICCS, PCT

Novel surveillance technologies and mechanisms (pioneering portable
5G-1oT device, Al/ML based video analytics) with MANO orchestration
Support

Model Accuracy/Reliability

The accuracy (ratio of success) of the developed machine learning
model for detecting the presence/absence of people.

Based on the resulting confusion matrix and the derived true/false
positive/negatives relevant ratios of the classifier, precision (fraction of
correctly classified instances containing humans among the entirety of
instances classified as such) and recall (fraction of correctly classified
instances containing humans among the entirety of instances actually
containing humans) for each of the two classes (i.e., human present or
not) will be calculated

Live video feed from deployed 4K camera.

ICCS, PCT
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Measurable objectives
and indicators

KPI
Description

Data Needed

Owner

Measurable objectives
and indicators

KPI
Description
Data Needed

Owner

Measurable objectives
and indicators

KPI

Description

Data Needed

Owner

Novel surveillance technologies and mechanisms (pioneering portable
5G-loT device, AI/ML based video analytics) with MANO orchestration
Support.

Deployment Time.

Elapsed time from the moment the deployment is started via the
MANO orchestrator until the system is ready to use.

Time of service instantiation request, Time that the service activated.

ICCS

Reduce percentage of empty container runs by 15%

Percent of Empty Containers Runs
By counting the number of non-full arrivals (20ft) at PCT
Location of containers, pick up/drop-off locations, real time localization

PCT, Vodafone

Traffic redistribution in port operations based on real-time truck
localization data

Mean time of container job

Based on the real time ETA (estimated times of arrival) of external
trucks, reassign Straddle Carriers (SCs) to either external or internal
container jobs. This KPI will capture the reduction in time spent by
external trucks at the port premises

Number of yard equipment available for external trucks, real time
localization of external trucks, time spent by external truck in port
premises

PCT, Vodafone
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Measurable objectives
and indicators

KPI

Description

Data Needed

Owner

Measurable objectives
and indicators

KPI

Description

Data Needed

Owner

Measurable objectives
and indicators

KPI

Description

Data Needed

Owner

Reduced time for a device to connect to the network in comparison to
existing 3G/4G based devices

Time needed for the device to open a network connection

When the device wakes up from hibernation, it takes an amount of time
for the modem to connect and post data; the project investigates the
reduction of this time

Device-network connection data

Vodafone

Extrapolation of the potential CO2/NOx savings based on the real traffic
volume to the port terminals.

CO2 Emissions.

Reduction in the CO2/NOx emissions of trucks (average) in port
operations by minimizing truck waiting times, e.g., at port gates, at
container handover operations.

Truck travel distance, travel duration

Vodafone Innovus

Reduce emissions produced by trucks delivering/picking up containers
at least 15%

Fuel Consumption

Reduction in the fuel consumption of trucks (average) in port
operations by minimizing truck waiting times, e.g., at port gates, at
container handover operations.

Truck travel distance, travel duration

Vodafone Innovus
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Measurable objectives
and indicators

KPI

Description

Data Needed

Owner

Measurable objectives
and indicators

KPI

Description

Data Needed

Owner

Measurable objectives
and indicators

KPI

Description

Data Needed

Owner

Optimise the use of human resources in yard equipment port
operations

Human resource optimization (person-hours)

Computer vision assisted surveillance of high-risk areas for
automatically detecting human presence. Physical staff (appointed
safety/security personnel) will no longer be needed for the service at
the specified area(s). High resolution video of the selected area(s) is
additionally streamed at PCT backend system

Computer vision model inference (i.e., human presence detected),
video stream of specified area(s)

PCT

Reduce vessel operation completion times by at least 5%

Vessel Operation Completion Time

The developed computer vision model will automatically detect the
presence/absence of container seals at the unloading/loading phase of
vessels, alleviating (or minimizing) human personnel intervention
(which consumes a considerable amount of time), hence, significantly
accelerating the vessel operation completion time

Reduction in time for vessel operation completion time after the
deployment of the use case

ICCS, PCT

Novel surveillance technologies and mechanisms (pioneering portable
5G-IoT device, Al/ML based video analytics) with MANO orchestration
Support

Model Inference Time

The time required for the computer vision model to process the input of
video stream(s) and infer the presence/absence of container seals

Time dedicated for analysing each of the video/images of containers at
the loading/unloading phase of vessels

ICCS, PCT
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Measurable objectives
and indicators

KPI

Description

Data Needed

Owner

Measurable objectives
and indicators

KPI

Description

Data Needed

Owner

Novel surveillance technologies and mechanisms (pioneering portable
5G-IoT device, AI/ML based video analytics) with MANO orchestration
Support

Model Accuracy/Reliability

The accuracy (ratio of success) of the developed algorithm for
detecting the presence/absence of container seals

Based on the resulting confusion matrix and the derived true/false
positive/negatives relevant ratios of the classifier, precision (fraction of
correctly classified instances containing seals among the entirety of
instances classified as such) and recall (fraction of correctly classified
instances containing seals among the entirety of instances actually
containing seals) for each of the two classes (i.e. container seal
present or not) will be calculated

Video feed from PCT’s vessel loading/unloading operations, focusing
on the seal area and on the field training of the computer vision
technique hosted at the 5G-10T device. Annotated data made available
from PCT, containing positive/negative examples of sealed/unsealed
containers, respectively

ICCS, PCT

Reduce total cost of spare parts and tyres annually by at least 10%.

Parts in Stock.

Number of items per part of yard trucks functional components. The
accumulated telemetry data from sensors installed on yard trucks
transmitted via the 5G network will be used by the Al/ML model that
predicts possible malfunctions of functional parts of yard trucks, hence,
optimizing the number of necessary parts in stock at PCT warehouse
for maintenance.

CAN-Bus, data from sensors installed on yard trucks, Al model
inference, Enterprise asset system management data (EAM).

PCT
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Measurable objectives
and indicators

KPI

Description

Data Needed

Owner

Enhanced monitoring and predictive maintenance of port assets by
collecting telemetry data from different sensors equipped on yard
trucks in port Operations.

Vehicle Breakdowns.

Reduce the number of yard truck breakdowns. 5G connected trucks
transmit telemetry data from sensors installed on yard trucks. The
transmitted data will be used by the Al/ML algorithm in order to
anticipate possible malfunctions of yard truck functional components,
hence providing insights and intervention indications to prevent
potential breakdowns of yard vehicles.

CAN-Bus, data from sensors installed on yard trucks, Al model
inference, Enterprise asset system management data (EAM).

PCT

Enhanced monitoring and predictive maintenance of port assets by
collecting telemetry data from different sensors equipped on yard
trucks in port Operations.

Vehicles Under Maintenance.

Reduce downtime for repairs. The accumulated sensor data from the
fleet of 5G connected trucks will be used by the AINML algorithm to
anticipate potential breakdown of vehicle components, and hence, pro-
actively purchase/stock relevant assets/parts at PCT warehouse. This
insight will minimize vehicles downtime for repairs, as relevant
replacement parts will be in stock (available) at PCT premises.

CAN-Bus data, data from sensors installed on yard trucks, Al model
inference, Enterprise asset system management data (EAM).

PCT
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and indicators
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Owner

Enhanced monitoring and predictive maintenance of port assets by
collecting telemetry data from different sensors equipped on yard
trucks in port Operations.

Vehicles Unexpected Breakdown.

Reduce the number of unexpected yard truck breakdowns
(Unscheduled maintenance). 5G connected trucks transmit telemetry
data from on-board sensors. The transmitted data will be used by the
Al/ML algorithm in order to anticipate eventual/potential breakdowns,
and thus minimize events of corrective maintenance that take place
after the occurrence of a breakdown.

CAN-Bus data, data from sensors installed on yard trucks, Al model
inference, Enterprise asset system management data (EAM).

PCT

Enhanced monitoring and predictive maintenance of port assets by
collecting telemetry data from different sensors equipped on yard
trucks in port Operations.

Maintenance Costs of Vehicles.

Reduce maintenance costs of yard trucks. 5G connected trucks
transmit telemetry data from sensors installed on yard trucks. The
transmitted data will be used by the AlI/ML algorithm in order to
anticipate eventual breakdowns that lead to higher costs when handled
with corrective maintenance or routine maintenance.

CAN-Bus data, data from sensors installed on yard trucks, Al model
inference, Enterprise asset system management data (EAM).

PCT

Minimise percentage of yard equipment assets idling for more than one
shift

Assets Idling

Reduction in percent of yard trucks staying idle, i.e., not participating in
port operations

Active/open container jobs, container presence sensor data (from on-
truck sensors)

PCT
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Support the 5G next generation network architecture to deploy use
case. 5G-based cellular communications system will be provided by
the national Mobile Network Operator to meet the needs of port
operations and address the use case requirements.

Area Traffic Capacity.
The total traffic throughput served per geographic area (in bps/m?).

Throughput Served per Geographic Area: Site density, Bandwidth,
Spectrum Efficiency.

Vodafone

Support the 5G next generation network architecture to deploy use
case. 5G-based cellular communications system will be provided by
the national Mobile Network Operator to meet the needs of port
operations and address the use case requirements.

Bandwidth.

Maximum TCP/IP uplink and downlink bandwidth measured from the
end user device on 5G RAN to the reference server located in 5G core.

Total System Bandwidth (sys 1+ sys 2+ ... + sys N).

Vodafone

Support the 5G next generation network architecture to deploy use
case. 5G-based cellular communications system will be provided by
the national Mobile Network Operator to meet the needs of port
operations and address the use case requirements.

Connection Density.

The total number of connected and/or accessible devices per unit area
(per km?).

Number of Active Devices in the Area Considered: Active Devices,
Area.

Vodafone
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Support the 5G next generation network architecture to deploy use
case. 5G-based cellular communications system will be provided by
the national Mobile Network Operator to meet the needs of port
operations and address the use case requirements.

Reliability.

The percentage (%) of the amount of sent network layer packets
successfully delivered to a given system node (including the User
Equipment) within the time constraint required by the targeted service,
divided by the total number of sent network layer packets.

Packets Successfully Delivered, Total Number of Packets.

Vodafone

Support the 5G next generation network architecture to deploy use
case. 5G-based cellular communications system will be provided by
the national Mobile Network Operator to meet the needs of port
operations and address the use case requirements.

End-to-End Latency.

Measured round trip time (RTT) from the moment the IP ICMP Echo
Request packet leaves the source host until the IP ICMP Echo Reply is
received from the destination host.

Time from Source to Target Device (i.e., measured at the
communication interface).

Vodafone

Support the 5G next generation network architecture to deploy use
case. 5G-based cellular communications system will be provided by
the national Mobile Network Operator to meet the needs of port
operations and address the use case requirements.

One-way Latency.

The one-way latency is the total time that is required for a packet to be
generated at the communication unit at the transmitter’s side, until it is
received at the communication unit at the receiver’s side.

Time from Source to Target Device (i.e., measured at the
communication interface).

Vodafone
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Novel surveillance technologies and mechanisms (pioneering portable
5G-IoT device, AI/ML based video analytics) with MANO orchestration
Support

Measurable objectives
and indicators

KPI User Experienced Data Rate

The data rate that is experienced by the 5G device (e.qg., truck, IoT,
Crane) for delivering/receiving voluminous video streams to/from
Description PCT’s management platform or the edge processing device. Due to 5G
technology higher data rates can be achieved to accommodate for high
resolution video streaming (e.g. 4K, UHD) services in real time.

Data Needed Experienced data rate (Mbps)

Owner ICCS, PCT

In Athens LL, the trials will take place at Pier 3, of Piraeus port as illustrated in Figure 6. In relation to the
defined UCs and storyboards of LL Athens, here we describe the strategy to ensure the technical readiness
of our LL, and trials roll-out. Details in the development phases across use cases can be found in D2.3.

For measuring 5G related KPIs, additional to Vodafone’s (local MNO) monitoring/testing system and
conducted evaluation relevant to network performance activities at the port of Piraeus, a cross-collaboration
between Koper and Athens LL exploiting ININ’'s gMON monitoring system (for more details on ININ’s
monitoring platform please see D2.3) will be performed. Via this procedure, we will have a common
reference architecture and tool for measuring the 5G capabilities among the two LLs, performing similar
trials for the evaluation of the 5G technology. Annex 2 defines the scope and relevant shared test protocols
across Koper and Athens LLs.

In relation to the defined UCs and storyboards of Athens, a number of pre-tests have been performed with
respect to the NFV-MANO platform, the 5G loT system, edge processing nodes and Al services, as well as
telemetry data collection and exploitation from yard and external trucks. Initially, the NFV-MANO platform
and 5G loT system have been fully tested at the ICCS 5G testbed (i.e., service orchestration and lifecycle
management), along with the development (and testing) of the relevant Al-enabled services (UC3, UC4
and UC5). In the sequence the full system was established/migrated at the port premises including the
deployment of 4K cameras at quay side cranes, on truck and fixed port locations; and the installation of the
edge computing nodes to support relevant use cases tailored to safety/security and logistics applications.
Next, OpenSourceMANO (rel 11) along with a Kubernetes cluster at PCT datacentre where deployed and
tested, connected to the 5G nodes (edge/compute devices) through 5G NSA network for control (e.g., Al
service orchestration) and data plane functions (e.g., 4K uplink inferenced/annotated video streaming). The

35



& 56

full system has been tested and is ready for trials to evaluate its operation and KPIs data collection under
the established NSA network at PCT premises, in daily port operations.

For UC7 (predictive maintenance) telemetry data collection from the fleet of connected trucks is verified
and operational, flowing over 5G to PCT'’s internal system and services. Internal systems include the traffic
monitoring system (TMS) and Enterprise Asset Management System (EAMS) at PCT datacentre dedicated
for collection of operational data from yard truck’s daily port operations, e.g., hours of operation, number of
jobs each truck completed, average speed and acceleration, CO2 emissions and truck travel distance,
breakdown events and duration, parts of the truck that were affected by a malfunction and the spare parts
used for the repair etc. Such data will be exploited by the Al-based algorithm delivering the predictive
maintenance service.

For UC2 (Device management platform ecosystem) truck data (video, location and GNSS) are transmitted
via the 5G network towards PCT’s internal infrastructure. During testing the drivers will use the mobile
phone (via a window phone holder) and during manuvering will consult the application and view their truck
from external sources (2 or 3 in line-of-sight trucks). While picking up or releasing a container the drivers
will interact with the application and inform this, in order to collect information regarding container truck
runs.

The following Annexes (Annex 1 and Annex 2) portray the completed pre-test and relevant planning
activities for conducting the trials mapped to a corresponding timescope, all given in discrete steps to
perform and conclude the trials which will trigger the evaluation procedures for selected KPIs (D1.4). A
short overview is show in the following sub-sections.

The trials for Athens LL will be conducted at Pier Il (Figure 6), where the 5G base station is deployed.
Trucks operating within this area (UC2, UC3 and UC7) will be exploited for the trials. The installation of 4K
cameras on quay side crane 31 and other points in Pier Il are within range to the gNB, facilitating massive
uplink video transmissions to the NFV-MANO platfrom and monitoring system. The edge computing nodes
receive data over 5G (e.g., relevant video) whereas the orchestartion of the service components (control
plane function, e.g., Al model orchestartion) also occurs over the 5G new radio. Each use case and relevant
storyboards are detailed in discrete steps and timescope to facilitate the trials and evaluation of Athens LL
in 5G LOGINNOV via the test protocols detailed in Annex 1. An example snapshot of the test protocols is
show in Figure 7. Trials will mainly begin in July 2022 and are envisioned to be completed for all use cases
and storyboards by the end of February 2023 (please see Annex 2).
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5GLOGINNOV — LL Athens
Step2 | Start Kubemetes cluster Activate Kubernetes
virtualized infrastructure
manager (VIM)

Siep3 | Establish 5G communicafion between | Compule node and 5G iruck
the 5G truck and the compute (GPU are connected and ready to
enabled) node used for the video activate the collision
analytics service avoidance service

Stepd | Deploy Opensource MANO and Activating 5G&Al-enabled
Kubernetes manifests for Use Case 3 | rapid alert system

components for yard trucks
collision aveidance service
Scenario

Step5 | 5G truck performs a particular route, 1.6., | The 5G truck follows the
moves in a predefined and bounded port | predefined route for the trial
area (prioritizing safety of personnel scenarios.
involved in the trials)

StepB | As the 5G truck is moving in the Send uplink 4K vides stream
bounded area, the dK video feed from | at the GPU enabled compute
the camera’s field of view is transmitied | node over the 5G netwark
to the edge processing node over 5G
(uplink)

Step7 | The orchestrated Almodel at the edge | Receive and process input
node processes the live video feed to | video streams for the Al-
infer in real time the presence (or enabled service at the edge
absence) of people close to the truck. ing node

Step8 | Scenario 1: No event detection. For | No aler, Le., blank screen is
cases where no person is detected in | illustrated at the tablet in the
the truck's vicinity based on the truck's cabin
developed Al algorithm's inference, a
black screen is llusirated at a tablet
installed in the truck’s cabin

Stepd | Scenario Z: Event creation. Utlize Create fixed events to
PCT trained personnel, to move inside | evaluate the service
the trial area (camera's field of view from
the truck) and create “fixed” events for
the evaluation of the collision avoidance
system.

Step 10 | Scenarie Z: Event re-action. The Deliver rapid alerts/video 0
inference engine delivers over the 56 | the yard truck driver for
network (downlink) the 4K inferenced | people in vicinity over 5G
video stream to the tablet installed in the
truck's cabin, alerting the driver for
potential collision event.

Step 11 | Repeat scenarios of steps 8 fo 10n Gel statistical results for the
vanying light conditions operation of the service

Expected | Evaluate the eficiency and feasibilly of the collision avoidance service
result

5GLOGINNOV - LL Athens

nede receiving over 5G the live 4K stream captured by the truck’s camera. In the truck’s cabin. a tablet is

also installed and will be explofted for the trials.

£ -
Figure 6 4K camera and tablet installed on PCT's yard truck

The trials will demonstrate the Al enabled rapid alert system in two scenarios based on a fixed truck route
In scenario 1 the 5G truck will follow the predefined route where no person will be present. The edge node
will receive the uplink 4K video stream in real time, and the developed inference engine will provide no
alert, i.e., a black screen s ilustrated to the tablet at the 5G truck's cabin, indicating that within the bounding
box area, no person is detected according to the developed Al model (Figure 7, left). In scenario 2, to create
afixed “risk” event, a person will be positioned within the bounding box of the camera’s field of view, along
the truck’s route. The Al model will process the live video feed, detect the person within the bounding box
area at the truck’s vicinity, and transmit the inferenced 4K video stream (alert) at the tablet in the truck's
cabin (Figure 7, right) over 5G. For more details on the developed service and Al model tailored to the
collision avoidance service please refer to D2.3. The model will be evaluated under varying light conditions

to evaluate the efficiency and feasibility of the service.

Alert System

Alert System

Figure 7: 5G&AI enabled colision alert service

Error Description if test negative

Table 1 summarizes test cases and their preliminary results as achieved during the pre-test phase. The
test protocol column refers to testcase ids as detailed in Annex 1. Mainly, the step wise approach followed
for pre-testing use cases and use case components (including KPI data collection), are followed for the trial
phase as well. For PCT, some commercial services are already available (before 5G LOGINNOV), e.g., the
traffic monitoring system (TMS) and Enterprise Asset Management System (EAMS) dedicated for collecting
operational data from yard truck’s daily port operations, e.g., hours of operation, travel distance, CO2
emmisions, average speed and acceleration, number of jobs each truck completed, breakdown events and
duration, parts of the truck that were affected by a malfunction and the spare parts used for the repair etc.
Such data (transmitted over 5G) will be exploited by the Al-based algorithm delivering the predictive
maintenance service and truck telematics (UC7). Hence, pre-testing of these services is based on
establishing 5G communication (and establish API interconnection) between truck and TMS/EAMS. For the
remaining use cases dedicated test protocols are presented in Annex 1.

5G NSA network testing Continous testing for | Yes N/A Testing and
by Vodafone (local MNO) | the period of two evaluation of 5G
months network at PCT

premises illustrate
normal operation.
Ready for the trial
phase.

NFV-MANO service 10 per test protocol Yes #2, #3, #4, #5 | NFV-MANO platform

orchestration of Al-
enabled services with 5G
network support for
lifecycle management
operations

and kubernetes
cluster ready to
orchestrate Al
services (UC3, UCA4,
UC5) at the port
premises.

Ready for the trial
phase.
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5G&AI enabled rapid alert | Evaluated on 20 Yes #2, #3 People succesfully
system in yard truck video streams detected in truck
operations for collision recorded from the proximity based on
avoidance (UC3) 4K truck camera. live 4K streams from
Additionally, on on-truck camera.
video streams from Ready for the trial
industrial areas phase.
available through
open datasets.
5G&AI enabled video Evaluated on live Yes #2, #4 People successfully
analytics for human video data recorded detected based on
presence detection in by 4K cameras in live video input from
high risk areas (UC4) PCT premises, 4K cameras.
during full 8 hour Ready for the trial
shifts over the span phase.
of 5 days
5G&AI enabled container | Evaluated on video Yes #2, #5 Container seals
seal detection at the data captured during succesfully detected
loading/unloading real time crane based on live video
process of vessels (UC5) | operations during feed from 4K cameras
full 8 hour shifts over installed on quay side
the span of 5 days. cranes.
Ready for the trial
phase.
Predictive Maintenance CAN-Bus data Yes #6 Necessary data from
(Uc?) transmitted from 5G predictive
truck during 3 full maintenance
working shifts. algotithm are
transmitted from 5G
truck to EAMS.
Ready for trial phase.
Device management Tests at straight Yes #7, #8 Truck driver

platform ecosystem
(ucz)

road segments and
tests at 90 degree
road turn. Test for 4
iterations.

succesfully manuvers
with support of
external video feed

Ready for the trial
phase
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With around 10 million containers, the Port of Hamburg is ranked No.3 in Europe. The disadvantage of the
70 km Elbe restricting access to the Northern Sea is compensated by the excellent rail network in the port
and hinterland, of special importance for inter- and multimodal transport and logistics. Due to special
situation as a city port, several terminals for container handling are spread across different parts of the city,
which makes an efficient hand-over and automation within the intermodal transport chain (port internal
transfers) of great importance for Hamburg's long-term competitiveness. Being part of the city’s ITS Policy
Strategy 2030 to optimize the transport chain, the inclusion of port transport logistics and hinterland
connections  was  therefore  crucial for the City of Hamburg policy makers
(https://www.hamburg.com/business/its/11747566/strategy/).

In Hamburg a test field for automated driving has been launched in 2021 to optimize the access of trucks
to the port terminals. The test field is available to all OEMs and mobility service providers for Car2X data
exchange and other C-ITS functions. More than 26 traffic lights are currently available for Connected
Automated Driving (CAD) test runs. The test field is located in the heart of the city close to the ferry boat
terminals.

Besides ITS, the environmental pressure is another driver for innovation for the two-million city of Hamburg,
ranked number two in Germany with regards to the number of citizens. Air pollution caused by trucks is
crucial for the authorities in Hamburg and diesel ban was introduced together with other measures after
emissions exceeded the regulations for environmental protection and clean air policy, as agreed in the
Aarhus convention 1998. Adopted in German Ordinance on Air Quality Standards and Emission Ceilings,
the Federal Government transposed the Aarhus EU directive into national legislation. Accordingly, the limit
value for particulate matter was set at 50 pg/ms3, which may be exceeded on a maximum of 35 days a year.
The average annual value for nitrogen dioxide was set at 40 pug/ms3. The EU directive obliges cities and
municipalities to draw up action plans for air pollution control. These plans have formed the basis for the
implementation of 48 Low Emission Zones (LEZ) with limited access for vehicles with high emissions so
far. Hamburg has two restricted road segments where the annual average was exceeded, and diesel
banned from entry.

In order to comply with the clean air regulations, the city wants to implement ITS solutions balancing the
need for improving air quality with the economic interests of logistics service provider to deliver their goods
in time and budget. Therefore, sustainable traffic management based on 5G and Connected and Automated
Cooperative Mobility became a key pillar of Hamburg’s 2030 ITS policy targets. The four use cases within
5G-LOGINNOV and the related storyboard (see ) are reflecting these needs for clean air projects including
innovative traffic management and GLOSA-based Automated Truck Platooning powered by current
available 5G capabilities in a 5G NSA enviroment.

5G-LOGINNOQV Floating Truck & Emission Data (FTED) single vehicle mode

5G-LOGINNOV 5G GLOSA & Automated Truck Platooning (GTP)-under 5G-LOGINNOV green initiative

5G-LOGINNOV dynamic control loop for environment sensitive traffic management actions (DCET)

5G-LOGINNOV Energy Performance optimization with GLOSA

5G-LOGINNOV 5G Cellular Bandwidth on urban roads

5G-LOGINNOQYV Precise positioning

The LL Hamburg has defined the following KPIs which will be measured during the trials. These KPIs are
aligned with the above listed storyboards (further details are available in deliverable D3.1)
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Description

Data Needed

Owner

Measurable objectives and
indicators

KPI

Description

Data Needed

Owner

Measurable objectives and
indicators

KPI

Description

Data Needed

Owner

Increase average truck speed in single vehicle mode with equipped
vehicles (vehicles for LL Hamburg will be equipped with devices for Entruck,
Conti loT and LCMM)

Increase average truck speed in single mode up to 5%

Increase the average truck speed in single mode with equipped vehicles
Truck/vehicle speed (LCMM, Entruck, Conti) per single vehicle trip

LCMM T-Systems, Entruck TEC4U, Conti loT Continental

Reduction of acceleration in single mode (vehicles for LL Hamburg will be
equipped with devices for Entruck, Conti IoT and LCMM)

Reduction of average acceleration activities in single mode up to 5%
Reduction of acceleration activities in single mode with equipped vehicles
Acceleration (LCMM, Entruck, Conti) per single vehicle trip

LCMM T-Systems, Entruck TEC4U, Conti loT Continental

Reduction of stillstand time in single mode (vehicles for LL Hamburg will be
equipped with devices for Entruck, Conti IoT and LCMM)

Reduction of stillstand time in single mode up to 5%

Reduction of stillstand time in single mode with equipped vehicles
Stillstand time (LCMM, Entruck, Conti) per single vehicle trip

LCMM T-Systems, Entruck TEC4U, Conti loT Continental

Increase average truck speed in platoon vehicle mode with equipped
vehicles (vehicles for LL Hamburg will be equipped with devices for Entruck,
Conti loT and LCMM)

Increase average truck speed in platoon mode > 5%

Increase the average truck speed in platoon mode with equipped vehicles
Truck/vehicle speed (LCMM, Entruck, Conti) per platoon vehicle trip

LCMM T-Systems, Entruck TEC4U, Conti loT Continental

Reduction of acceleration in platoon mode (vehicles for LL Hamburg will be
equipped with devices for Entruck, Conti loT and LCMM)

Reduction of average acceleration activities in platoon mode > 5%
Reduction of acceleration activities in platoon mode with equipped vehicles
Acceleration (LCMM, Entruck, Conti) per platoon vehicle trip

LCMM T-Systems, Entruck TEC4U, Conti loT Continental

Reduction of stillstand time in platoon mode (vehicles for LL Hamburg will be
equipped with devices for Entruck, Conti loT and LCMM)

Reduction of stillstand time in platoon mode > 5%

Reduction of stillstand time in platoon mode with equipped vehicles
Stillstand time (LCMM, Entruck, Conti) per platoon vehicle trip

LCMM T-Systems, Entruck TEC4U, Conti loT Continental

Reduction of fuel consumption in single mode (vehicles for LL Hamburg will
be equipped with devices for Entruck, Conti loT and LCMM)

Reduction of fuel consumption in single mode up to 10%

Reduction of fuel consumption in single mode with equipped vehicles

Fuel consumption (LCMM, Entruck, Conti) per single vehicle trip

LCMM T-Systems, Entruck TEC4U, Conti loT Continental
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Reduction of CO2 emissions in single mode (vehicles for LL Hamburg will be
equipped with devices for Entruck, Conti loT and LCMM)

Reduction of CO2 emission in single mode up to 10%

Reduction of CO2 emission in single mode with equipped vehicles

CO2 emission (LCMM, Entruck, Conti) per single vehicle trip

LCMM T-Systems, Entruck TEC4U, Conti loT Continental

Reduction of fuel consumption in platoon mode (vehicles for LL Hamburg will
be equipped with devices for Entruck, Conti loT and LCMM)

Reduction of fuel consumption in single mode up to 20%

Reduction of fuel consumption in single mode with equipped vehicles

Fuel consumption (LCMM, Entruck, Conti) per single vehicle trip

LCMM T-Systems, Entruck TEC4U, Conti loT Continental

Reduction of CO2 emissions in platoon mode (vehicles for LL Hamburg will
be equipped with devices for Entruck, Conti loT and LCMM)

Reduction of CO2 emission in platoon mode up to 20%

Reduction of CO2 emission in single mode with equipped vehicles

CO:2 emission (LCMM, Entruck, Conti) per single vehicle trip

LCMM T-Systems, Entruck TEC4U, Conti loT Continental

Optimize Energy Performance Index ‘EPI - cl per ton and km’ (vehicles for
LL Hamburg will be equipped with devices for LCMM)

Increase value of ‘EPI - ¢l per ton and km’ up to 10% for vehicle trips
Optimize energy performance index ‘EPI - cl per ton and km’

LCMM data per vehicle trips

LCMM T-Systems

Optimize Acceleration Performance Index ‘API - KWh per ton and

km’ (vehicles for LL Hamburg will be equipped with devices for LCMM)
Increase value of APl ‘KWh per ton and km’ up to 10% for vehicle trips
Optimize acceleration performance index ‘API - KWh per ton and km’
LCMM data per vehicle trips

LCMM T-Systems

5G bandwidth on urban roads

Extended cellular bandwidth on urban roads by 5G network

5G communication systems will be able to support dedicated bandwidths
(per user) over 500MBit/s - depending on deployed network structure. LL
Hamburg will use the production network of T-Mobile with 5GNR (in 3.5 GHz
spectrum) to get this high capacity

5G bandwidth values during vehicle trips

Deutsche Telekom

Positioning quality on urban road networks with 5G

Positioning quality on urban road networks with 5G by 10 cm

The product solution of Deutsche Telekom with the partner Skylark will
provide a precision level on 10 cm (comparable with 3 - 10 m for
uncorrected GNSS signal. This solution will be integrated in the LL Hamburg
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Owner

Measurable objectives and
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Data Needed
Owner

Measurable objectives and
indicators
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Description

Data Needed
Owner

use cases to increase the precision by factor 10 and to reduce the
complexity of the solution (map matching will be much simpler)
5G positioning data during vehicle trips

Deutsche Telekom

Signal latency in the 5G environment using Mobile Edge Computing

Average signal latency in the 5G environment will be reduced thru Mobile
Edge Computing (MEC) to 10 ms during vehicle trips

Signal latency in the 5G environment will be reduced thru Mobile Edge
Computing (MEC). The signal transfer time and the stability of the
transmission will be improved. The signal transfer delay (latency) can come
down near to 10 ms

Quality data of cellular 5G using MEC during vehicle trips

Deutsche Telekom

Packed Error Rate (PER) in 5G NSA production network

Average rate of packed errors during 5G data transmission from vehicle to
backend. The KPI will be measured while performing the different use
cases. Reduction of PER by 10%.

Mean PER in the 5G environment is an indication of 5G the network
performance. The PER will be monitored on the IP layer.

Transmission data and packed error data during vehicle trips

Deutsche Telekom
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In relation to the definded UCs and storyboards of LL Hamburg the following strategy to test the technical
readiness has been chosen and processed.

Derived form the storyboards of D3.1 and the KPIs defined for each KPI relevant test cases has been
identified. These test cases have documented in test protocols (see Annex 1) which show in detail the
objective of a test case, the preparation and execution steps and the test results. In the case of relevant
deviations concerning the expected results also description of soluition or needed further steps are
documented.

Overall, the LL Hamburg executed in three single test weeks more then 60 excecutiuons of test cases. The
defined 1t test week started beginning of April 2022, the 2" in May 2022 and the final test week was ein
June 2022. All tests have been done on the TAVF in the area of Hamburg using the technical equipment
foreseen for the use cases. 16 test protocols finally document the results for each relevant test case. The
template for these test protocols is shown below in Figure 8: Template for the LL Hamburg test protocols.

SELOGINNOV—LL-Hamburg= 5GLOGINHOV—LL-Hamburg=

Test-Protocolf s ‘ Erocied | =
1 PR =
Date: [
Datum/ Datf - % (Please-capy template and desciibe-al relevant Scenarios ]
1
Retrofit: - 1 1
- 1 1
Test-case-type-(): ~ pre-test,-baseline,-trial] T
1
Tested-by: 5 g Test-Result-{including-Screenshots,-Photos-etc.)q
1
1 . Expacted-reault-yeainog
Testszenario 1
-+, 1 &.4.-collected-gets, iripd_time-stampz-ste.T
Toelcans e A1 Plate Copy Empai and descibe all panned sl cases s :
Arip-ape: Pt
P - 1
Tastcass-Manager: = 1
Buisinzy] Descre nected-gepa T 1
= LM, GLO 54, -facdy, at: s T
BORRSAR. | £.0 GRANAR, ST = " AT i !
wﬁ:? a "ﬂ Ermror-Description-if-test-negativey
a 1
ko= Steps]
1

Stop | Dascription= Expactsd-Result=
Name=

Step 1o | Prepare LECWIGLOSAS
SepTa | Frepare wodys

Proposal-Solution-if-test-negativey
1

T
Siepds | Esmbien 56

Siep7a_|"Star inp on rouls 006

The testplanning sheet is shown below as example (Figure 9: Planning for test cases LL Hamburg) and
available for LL in Annex 2. On demand as sep Excel file can be provided.
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Parameter

test case type
route

vehicle type
App

# trips planned
# trips excecuted
Date planned

Vehicle #
Date excecuted

Testarea
TAVF
Parking
TAVF#1
TAVF#2
TAVF#H3
TAVF#4
Parking

Vehile details
VW-T
Taxi

Traffic Cat
zero

Low
Medium
High

Type of test case: pre-test, baseline, trial
vehicle type planned for test case: LCV, PC
application needed for test case

number of test case excecutions

date /yymmdd/ next excecution planned
PCi =any PC1:n

date /yymmdd/ last excecution test case

complete round of TAVF long turn only
Parking to intersection Glaciuschausee/FeldStr.

route planned for test case, TAVF complete, TAVF#1, TAVF#2 ...
number of test case excecuted due reporting date
vehicle used/foreseen for test case: LCV#1, LCV#2, PC#1, PC#2, PC#3, LCV = any LCV 1:n,
duration est. Min distance est. km
42 88
1 04
Intersection Glaciuschausee/FeldStr. - Intersection Hafenstrr./Landungsbriicken 10 21
Intersection Hafenstrr./Landungsbriicken - Intersection Baumwall/ Otto-Sill Briicke 12 28
Intersection Baumwall/ Otto-Sill Briicke - Intersection Jungiusstr./Gorck-Fock Wall 10 15
Intersection Jungiusstr./Gorck-Fock Wall - Intersection Glaciuschausee/FeldStr. 8 16
1 04

Intersection Glaciuschausee/FeldStr. to parking

Diesel, ...

CAT Zero (Sunday 07:00 - 09:00)

CAT Low (09:00 - 11:30, 13:00 - 15:00 or 21:00 - 05:00)
CAT Medium (11:30-13:00, 15:00-16:00 or 19:00-21:00)

CAT High (06:00-09:00, 16:00-19:00)

Traffic Cat by Ganglinien City of Hambu

19:00-06:00
09:01- 15:59
06:00-09:00

Due 3 single test weeks in April, Mai and June the tests have been executed and data recorded. All
available test data have analyzed afterwards to get a clear technical status on the tested compents to
start the trials beginning of July 2022 in TAVF of Hamburg. Aspects on test planning are defined above
(see Figure 10: Aspects on test case planning and excecutiuon for LL Hamburg). These aspects covers
the complexity to operate the tests and trails.
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The following overview is showing the different test scenarios documented in the test protocols, states the
number of testprotocols documented and the iterations executed by the test team. Per each test scenario
the results are summarized, the availability of data stated to measure the KPIs during the trials. For

further details per test protocol see Annex 1.

Use of LCMM by running 20 yes #1 LCMM ready
vehicle trips, collection of #2 for trials.
position data, feedback to #3 LCMM data for
driver and result overview #4 KPIs 1-12
at the LCMM portal. available.
Use of LCMM by running 8 yes #5 LCMM ready
vehicle trip, collection of #6 for trials.
position data, feedback to LCMM data for
driver, result overview at KPIs 1-12
the LCMM portal. Parallel available
use of GLOSA for traffic GLOSA ready
light forecast during trip. for trials.
GLOSA data
available for
KPIs 1-12.
Irritations on
HW issues
solved (see #6).
Use of LCMM @ Skylark 10 yes #7 LCMM data via
device, collection of #8 skylark device
position data by Skylark #11 ready for trials.
(precise position service), Data espaecally
result overview at the for KPI 14
LCMM portal. available.
[rritations on
configuration of
skylark device
and within the
related data
quality solved
with retetests
#8 and #11.
Collection of position data, 6 yes #9 Conti loT
including vehicle speed, #10 device ready for
acceleration, altitude with the trialse.
Conti loT Device. Conti loT
device data
available for
KPIs 1-10.
Use of LCMM by running 6 yes #12 LCMM ready
vehicle trip, collection of for trials.
position data, feedback to LCMM data for
driver, result overview at KPIs 1-12
the LCMM portal. Parallel available
use of GLOSA platoon for GLOSA ready
traffic light forecast during for trials.
trip. GLOSA data
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available for
KPIs 1-12
within platoon
mode for KPIs

position data, overview of
results on Entruck Online.

5,6,9,10.
Use of Mobileum to yes #13 Mobileum tool
measure 5G Bandwidth and #14 setup ready for
Latency during vehicle trips trials. Cellular
at TAVF data available
for KPIs
13,15,16.
Use of Entruck during yes #15 Entruck and
vehicle trip, collection of #16 Skylark ready

for trials.

Data available
for KPIs 1-12
and 14
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The Koper Living Lab targets the implementation of novel 5G technologies which include MANO-based
services and network orchestration, Industrial 10T, Al/ML-based video analytics, drone-based security
monitoring and cutting-edge prototypes tailored to be operated in the port environment. New 5G
technologies tailored to the needs of the port will be tested in trials through several use cases that have
already been defined in D1.1. In UC1 Management and Network Orchestration platform (MANO), we
primarily address 5G-LOGINNOV MANO architecture and its cloud extensions that will be used for
demonstration of automated deployment and life cycle management of a network and applications operated
in a 5G-enabled port environment targeting on Industrial 10T applications. Use case 5 - Automation for
Ports: Port Control, Logistics and Remote Automation will primarily target Industry 4.0 related port operation
with a focus on scenarios related to port control, logistics and remote automation using advanced Al/ML
based video processing techniques. Secondly, port equipment monitoring and remote telemetry (supported
by the 5G mMTC) will be performed for operating machines. As part of the use case 6 - Mission Critical
Communications in Ports, a real-time video surveillance will be implemented using 5G-enabled body-worn
cameras carried by security personnel to support their regular and mission critical operations and to provide
additional personnel security. In addition, automated and coordinated drone-based surveillance will be
implemented for extended ad-hoc video surveillance support, where 5G network will be used to transfer
video streams in real time into the port Security Operation Centre. To complement video-based security
operations an automated detection of objects, vehicles and personnel movement in a specific port area will
be targeted using ML and Al based video analytics.

Trials in Koper Living Lab focuses on 5G use cases, through which we will stress two flavors of the 5G
network - private 5G SA and public 5G NSA network. 5G network will be based on the 5G NR NSA
architecture deployed over the commercial mobile infrastructure and 5G NR SA deployed over the private
5G infrastructure. The NR NSA radio access network will consist of two base station sites. To support strict
port security requirements, commercial Mobile Network Operator (MNO) infrastructure will be extended
with Edge Computing capabilities that will assure smart routing of the port-related network services and
applications traffic directly to the operations support systems of the Koper LL. In addition to commercial
MNO services, the private 5G mobile network with dedicated cloud infrastructure will be built and tailored
to the needs of port operation and targeted UCs.

In the following, we define procedures, test strategy, test cases planning and results of trials.

LL_Koper_Storyboard #1

MANO 5G loT

addressed use case(s): UC #1

related KPIs: K-KPI1, K-KP12, K-KPI3, K-KP14, K-KPI5, K-KP16
LL_Koper_Storyboard #2

MANO 5G SA network

addressed use case(s): UC #1

related KPIs: K-KPI7, K-KP18, K-KPI9, K-KPI110, K-KPI11
LL_Koper_Storyboard #3

5G drive test in Koper LL
addressed use case(s): UC #1
related KPIs: K-KPI12, K-KP113, K-KPI14, K-KPI15, K-KPI16, K-KP117, K-KPI18

LL Koper_Storyboard #4

5G Network continuous testing in Koper LL (using gMON)
addressed use case(s): UC #1
related KPIs: K-KP112, K-KPI13, K-KP114, K-KPI15, K-KPI16, K-KP117, K-KP118

LL_Koper_Storyboard #5

Conti loT device data collection

addressed use case(s): UC #5

related KPIs: K-KPI25, K-KPI126, K-KP127, K-KPI28, K-KP129
LL_Koper_Storyboard_#6
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Optical Character Recognition of container markings and Container Damage Detection (Koper LL)
addressed use case(s): UC #5
related KPIs: K-KPI19, K-KPI20

LL_Koper_Storyboard #7

Drone and body worn camera-based video streaming
addressed use case(s): UC #6
related KPIs: subjective metrics apply here only

LL_Koper_Storyboard #8

Al/ML based video analytics
addressed use case(s): UC #6
related KPIs: K-KPI21, K-KPI122, K-KP123

The LL Koper has defined the following KPIs (Table 7) which will be measured during the trials and are
aligned with the above listed storyboards (further details are available in deliverables D3.1 and D1.4).

Elapsed time from the beginning of
component configuration and
onboarding process via the

Components Onboarding

K-KPI1  and Configuration 5 min (per single

(Backend) component) orchestrator until the components are
ready to deploy
Elapsed time from the moment the
i Deployment Time . deployment is started via the
K-KPI2 (Backend) 15 min orchestrator until the system is ready

to use

Elapsed time from the moment the
scaling request is triggered until the
component is scaled and ready to
use

K-KPI3  Time to Scale (Backend) 5 min

Percentage of successful connection

Service Availability tests (RTT)/ service tests (WEB) to

- 0,
K-KPI4 (Backend) 99,99 % the reference service endpoint over a
period of time
Elapsed time from the beginning of
. . . component configuration and
K-KPI5 Components Onboarding 3 min (per single onboarding process via the

and Configuration (Agent)  component) orchestrator until the components are

ready to deploy

Elapsed time from the moment the
deployment is started via the
orchestrator until the system is ready
to use

K-KPI6  Deployment Time (Agent) 5 min

Elapsed time from the beginning of
component configuration and
onboarding process via the

Components Onboarding

K-KPI7  and Configuration 10 min (per single

(Backend) component) orchestrator until the components are
ready to deploy
Elapsed time from the moment the
i Deployment Time . deployment is started via the
K-KP18 (Backend) 20 min orchestrator until the system is ready

to use
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K-KPI9

K-KPI10

K-KPI11

K-KPI12

K-KPI13

K-KPI114

K-KPI15

K-KPI16

K-KPI117

K-KPI18

K-KPI19

Time to Scale (Backend)

Service Availability
(Backend)

Slice Reconfiguration
(Backend)

Area Traffic Capacity

Availability

Bandwidth

Connection Density

Coverage Area Probability

End-to-End Latency

Reliability

Model accuracy/reliability

10 min

99,99 %

5 min

Area is
approximately 25715
m?, DL average is
650 Mbps,
Throughput is 25,28
Kbps/m?

99,90 %

Downlink: 800 Mbps
Uplink: 150 Mbps
(5G NSA 2600Mhz
@20Mhz)

2-10/m?

~99 %

Less than 30ms
under normal
conditions

Higher than 99,9 %
under normal
conditions

Elapsed time from the moment the
scaling request is triggered until the
component is scaled and ready to
use

Percentage of successful connection
tests (RTT)/ service tests (WEB) to
the reference service endpoint over a
period of time

Elapsed time from the moment the
slice reconfiguration is requested
until the slice is reconfigured and
ready to use

The total traffic throughput served
per geographic area (in bps/m?)

Percentage of successful connection
tests (RTT)/ service tests (WEB) to
the reference service endpoint over a
period of time

Maximum TCP/IP uplink and
downlink bandwidth measured from
the end user device on 5G RAN to
the reference server located in 5G
core

The total number of connected
and/or accessible devices per unit
area (per km?)

The percentage (%) of the area
under consideration, in which a
service is provided by the mobile
radio network to the end user in a
quality (i.e. data rate, latency, packet
loss rate) that is sufficient for the
intended application

Measured round trip time (RTT) from
the moment the IP ICMP Echo
Request packet leaves the source
host until the IP ICMP Echo Reply is
received from the destination host

The percentage (%) of the amount of
sent network layer packets
successfully delivered to a given
system node (incl. the UE) within the
time constraint required by the
targeted service, divided by the total
number of sent network layer
packets

Ratio of success of the computer
vision model for detection of
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K-KPI20

K-KPI21

K-KPI22

K-KPI23

K-KPI24

K-KPI25

Model Inference Time

Model accuracy/reliability

Model Inference Time

Model accuracy/reliability

Model Inference Time

Time Trucks Parked in the
Area

damages in containers. This ratio will
consider false positives, false
negatives and true positives, using
for this evaluation a set of annotated
images that will be considered as the
ground truth. The use of 5G will allow
the transmitted images to have a
higher quality, which will be reflected
in a greater precision of the detection
model, comparing with the previous
schema

Time to analyse each image, related
to K-KPI119. Using 5G will allow
higher band width, so the transmitted
images will not need so high
compression rates, which will lead
into easier compression /
decompression algorithms and lower
global inference times for each
image

Ratio of success of the computer
vision model for detection of
people/vehicles not authorised in risk
areas. This ratio will consider false
positives, false negatives and true
positives, using for this evaluation a
set of annotated images that will be
considered as the ground truth. The
use of 5G will allow the transmitted
images to have a higher quality,
which will be reflected in a greater
precision of the detection model,
comparing with the previous schema

Time to analyse each image, related
to K-KPI121. Using 5G will allow
higher band width, so the transmitted
images will not need so high
compression rates, which will lead
into easier compression /
decompression algorithms and lower
global inference times for each
image

Accuracy of the vehicle counting and
vehicle model detection

Time to analyse each image, related
to K-KPI23. Using 5G will allow
higher band width, so the transmitted
images will not need so high
compression rates, which will lead
into easier compression /
decompression algorithms and lower
global inference times for each
image

Measure the amount of time spent by
tracked vehicles in fully stopped
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mode (engine off), to determine
overall efficiency of use of vehicles

Measure the average vehicle speed

K-KPI26  Truck Speed during vehicle operation

Measure the vehicle acceleration,
based on the information collected
from the CAN bus, as well as the
GNSS module inside the 10T device.

K-KPI127  Truck Acceleration This information can serve as input in
improving driving style (with positive
impact on fuel consumption), as well
as in determining dangerous driving
behaviour

Measure the amount of time spent by
tracked vehicles in idle mode (engine

K-KPI28  Truck Stand Still Time on, vehicle speed is 0 m/s) , to
determine overall efficiency of use of
vehicles

Measure the instantaneous and
average fuel consumption, based on
information collected from vehicle
CAN bus

K-KPI29  Fuel Consumption

A general approach on what to test, how to test, what tools to use, and what are expected outcomes is
well-defined with storyboards (D3.1), KPIs (D1.4) and test protocols (part of this deliverable). All test
cases are divided into pre-test phase and trial phase. The main objective of the pre-test phase is to make
sure all components required within a certain test case are in place and integrated accordingly, in order to
be able to perform tests as specified by a test protocol. Due to the delayed delivery of certain
components, temporarily, provisional components may be used for pre-test phase, but not in trial phase.
Test cases should be performed in a real environment which has been previously set up within the Living
Lab as described in deployment report (D2.3). It is expected certain modifications/tunings will be needed
on components involved in test environment to achieve or overcome expected results (all such
modifications should be documented).

As described in test protocols, as many test as possible should be automated and data should be
collected in proper manner, therefore data collecting infrastructure is of vital importance and should be
regularly monitored. As well, in tests exercising continuous testing, results of data analytics performed on
test results also need to be monitored and evaluated regularly in order to make changes in testing
environment if required. This way, potential risks can be identified earlier and mitigated accordingly. In
test cases performed manually, it is expected majority of potential issues (e.g., illogical, or unexpected
results) will be already identified by the knowledgeable person carrying out the test.

Final approval of successfulness of the system under test will be given by comparing results obtained
through trials to KPI values set previously in D1.4. In case significant deviation is observed, further
explanation will be required.

List of test cases:
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UC1-S1-1 Initial 5G IoT System Deployment Pre-test, Trial UC1, Storyboard #1
(Koper #1) Automation (collector, reference)

UC1-S2-1 Initial Private 5G System Deployment Pre-test, Trial UC1, Storyboard #2
(Koper #2) Automation

UC1-S3-1 Initial 5G Drive test (n7 5G NR, Macro CN) Pre-test UC1, Storyboard #3
(Koper #3)

UC1-S3-2 5G Dirive test (n7 and n78 5G NR, local CN) | Trial UC1, Storyboard #3
(Koper #4)

UC1-S4-1 Continuous 5G NSA testing (n7 5G NR, Pre-test UC1, Storyboard #4
(Koper #5) Macro CN)

UC1-S4-2 Continuous 5G NSA testing (n"7 and n78 5G | Trial UC1, Storyboard #4
(Koper #6) NR, Macro CN)

UC1-S4-3 Continuous 5G SA testing (n78 5G NR, Pre-test, Trial UC1, Storyboard #4

(Koper #7) Local 5G CN)
UC5-S5-1 Collection of position data, including vehicle | Pre-test, Trial UC5, Storyboard #5
(Koper #8) speed, acceleration, altitude
UC5-S6-1 Optical Character Recognition of container Pre-test, Trial UCS5, Storyboard #6

(Koper #9) markings and Container Damage Detection
UC6-S7-1 Drone based video streaming Pre-test, Trial UC6, Storyboard #7
(Koper #10)

UC6-S7-2 Body worn camera-based video streaming Pre-test, Trial UC®6, Storyboard #7
(Koper #11)
UC6-S8-1 People and vehicle detection in the Pre-test, Trial UCB6, Storyboard #8
(Koper #2) controlled area

In general, complete area of Port of Koper is used for testing and trialling within LL Koper since 5G radio
signal should cover the complete area. However, specific test cases like Container OCR and Damage
Detection, and Body worn camera-based video streaming, will take place in limited area of interest.

For each test case, a pre-test and then a trial phase is expected. For the time being, majority of pre-test
phase tests have been completed. Trials will mainly start in late Q3/2022 (August and September) and in
Q4/2022. Due to the delays in procurement procedure (i.e., supply chain issues) some final setups
required for trials are not ready yet, which also explains certain significant time gaps in-between end of
the pre-test phase and start of the trial phase. As expected, pre-tests and trials related to test cases
applying continuous measurements are planned to last more time than event-driven test cases. In any
case, all pre-test and trial activities are expected to be completed by the end of February 2023.

As some events to promote and disseminate 5G-LOGINNOV LL Koper activities are also planned in LL
Koper in Q4/2022 and in the beginning of 2023 (e.g., Ideathon in cooperation with the Faculty of Maritime
Studies and Transport of University of Ljubljana, local stake-holders event), time-plan for certain test
cases might be further adapted in order to showcase trials to the interested audience.

The following table summarizes test cases and their preliminary results as achieved during the pre-test
phase or tests performed previously in the laboratory environment (see “Test strategy” section for details
related to the distinction between the pre-test and trial phase). Test-case-ID is composed as follows: use
case ID (e.g., UC1) - storyboard ID (e.g., S1 as storyboard 1) - test enumeration (1, 2, ...).
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detection in the
controlled area

Initial 5G loT 3 yes UC1-S1-1 5G loT system

System successfully deployed in

Deployment lab environment and ready

Automation for the pre-test in LL

(collector, environment.

Reference server)

Initial Private 5G 3 yes UC1-S2-1 Private 5G System

System deployed and ready for

Deployment the trial phase

Automation

Initial 5G Drive test | 1 yes UC1-S3-1 Initial drive test performed,

(n7 5G NR, Macro results expected, setup

CN) ready for the trial phase.

5G Drive test (n7 UC1-S3-2 This is trial phase test only

and n78 5G NR, — continuation of pre-test

local CN) UC1-S3-1.

Continuous 5G 2 months of | yes UC1-S4-1 Pre-test procedure and

NSA testing (n7 5G | continuous results do not show any

NR, Macro CN) testing significant anomalies.
Ready for the trial phase.

Continuous 5G UC1-S4-2 This is trial phase test only

NSA testing (n7 — continuation of pre-test

and n78 5G NR, UC1-S4-1.

Macro CN)

Continuous 5G SA | 2 months of | yes UC1-S4-3 Pre-test procedure and

testing (n78 5G NR, | continuous results do not show any

Local 5G CN) testing significant anomalies.
Ready for the trial phase.

Collection of 3 months of | yes UC5-S5-1 Pre-test procedure and

position data, regular results allow for the trial

including vehicle testing phase to start.

speed,

acceleration,

altitude

Optical Character 10 yes UC5-S6-1 Objects (incl. text and

Recognition of IMDG label) successfully

container markings recognized, ready for the

and Container trial phase

Damage Detection

Drone based video | 1 day of yes UC6-S7-1 Ready for the trial phase.

streaming pre-testing

Body worn camera- | 1 day of yes UC6-S7-2 Ready for the trial phase.

based video pre-testing

streaming

People and vehicle | 10 yes UC6-S8-1 Objects successfully

detected, ready for the
trial phase.
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LL Athens

Test Protocol Athens#1A

Date: September 2022 — November 2022

Test case type: pre-Test and Trial

Tested by: ICCS, PCT

Test scenario: 5G NSA testing (n78 5G NR)

Testcase: #1A (Athens_Storyboard #1a) — Based on Koper testcase id: UC1-S4-1

Short description: 5G NSA testing (n78 5G NR). Cross collaboration activity with Koper LL, exploiting
ININ’s gMNO monitoring system as a common reference architecture for measuring 5G KPlIs in Athens

LL.

App./Infrastructure: 5G NSA Network, gNB with n78 band, gMON system, gqMON agents, qMON

reference server

Testcase Manager: ICCS, PCT

Prerequisites | 5G NSA Network, gNB with n78 band, gMON system, gMON agents, gMON reference

server

Necessary N/A
test data

Activity Steps

Step
Name

Description

Expected Result

Step 1

Start prepared qMON Agent deployed
in a selected location.

gMON Agent application is
running.

Step 2

Check if gMON Agent is connected to
the gMON Management.

gqMON Agent status is green.

Step 3

Apply correct WO (e.g. stationary test
methodology) to the gMON Agent.

gMON Agent status indicate
usage of applied WO.

Step 4

Check if log files with test results were
received on gMON Collector.

Log files are received on the
gMON Collector storage server.

Step 5

Check if test results are visible in
gMON Analytics.

KPI results with expected values
are visible on the gMON
Analytics.

Step 6

Proceed with the continuous testing for
the defined time span.

gMON Agent is running
continuously and test results are
collected .

Step 7

Stop the gMON Agent.

gMON Agent application is not
running.
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Step 8 Verify test results in the gMON KPI results with expected values
Analytics. are visible on the gMON
Analytics.
Expected As part of 5G network testing exploiting gMON monitoring platform the 5G KPIs will be
result collected.

Test Result
Expected result: yes

gMON Agent status on the Android app (step 1) — expected results (Ul):

20:07 = G = = X Q. 88%Mm

pgmﬂ cofas

20:07 = @ = = X QT . 88%m

Jiomngt c9f45

n
c! 5455 914545 040d28a4. Ffh2 droic

RUN[ping] [4]

Radio Service mode

LTE S [ADDED]

# S1 band[3] BW[20MHz] RxCh[1657] PCI[110]
RSRP_dBm[-109] RSRQ dB[-14] SINR_dB[]

# S2 band[7] BW[15MHZ] RXCh[3023] PCI[107]
RSRP_dBm([-119] RSRQ_dB[-9] SINR_GB[]

ps [13.5 5.89:80.59:0.00]
Niren 237, 529‘\ Miren, Slovenia

Work order [auu] cynles 3

[3]
Running Cycle start [2022-06-21 20:07:02]
Last finished Cycle duration [6s]
Shortest [5s] Avg [5.7s] Longest [6s]

1] @] <

MOBITEL MUBITEL
[LTE] f [29341] Radm Service mode
-

US [ADDED]
# 51 band[3] Bw[zoMHz] RxCh[16571 PCI[110]
RSRP_dBm[-105] RSRQ_dB[-13] SINR_dB[]

# 52 band[7] BW[15MHz] RxCh[3023] PCI[107]
RSRP_dBn[-116] RSRQ_dB[-9] SINR_dB[]

s [13 5.89:80,64;0,00]
Mnen 237 5291 Miren, Slovenia

WOR
[300] SG JC FULIGDM
[1] PING; [2] DNS;

work order [300] Cycles

[4]
Running Cycle start [2022-06-21 20:07;02]
Last finished Cycle duration [5s]
Shortest [5s] Avg [5.5s] Longest [6s]

1]l @] <

gMON Agent status indicated on the gMON management (step 2 & 3) — expected results (Ul):



QMON A

nt Management B Agents~  [@Work Orders~ | .l My real-time dashboard i Logout

Manage agents

Home / Manag s
No category filter v Detailed view | Matrix view | Map view
Id Last seen Unique ID (GUID) Alias Name Desecription Category Current work order Settings
276 5eb1f492686c93b6450c = PAP-5ebif TM Drive USIM [47] gMON Drive Agent  [323] A1 MOBILE DRIVE RQT Ping DNS-A1 # Edit
282 8b9ddaad69983e6ddan  PAP- Telekom Drive USIM [47] gQMON Drive Agent  [344] 5G-LOGINNOV MOBILE DRIVE RQT DQT # Edit
8b9dd
C Round robin [344,325,349)
2901 e0160035(75f8a586a1! PAP- Al Drive USIM [47] gMON Drive Agent  [325] MOBILE ININ 5G TEST S20 LOGINNOV # Edit
e0160
——— n 'C Round robin [344,325,349]
| 744 |4f288554a752901f5257' PORT_KP 520 5G, TS SIM +38651698433 [48] gMON Stationary | [325] MOBILE ININ 5G TEST S20 LOGINNOV 1 # Edit
1 Agent 1 |
| 1 | C Round robin [325,327]

Log files on gMON Collector (step 4) — expected results (Ul):

Index of /upload_log/4f288554a752901£5257f03b33e218aa8 Android

Name Last modified Size Description

a Parent Directory, -
Log_4f288554a752901f5257f03b33¢218aa8Android 2022-06-21 21-23-38.txt 2022-06-21 21:27 173K
Log_4f288554a752901£5257f03b33¢218aa8 Android 2022-06-21 21-17-54.txt 2022-06-21 21:23 221K
Log_4{288554a75290115257103b33e218aa8 Android 2022-06-21 21-03-40.txt 2022-06-21 21:07 173K
Log_4f288554a752901£5257f03b33e218aa8Android 2022-06-21 20-57-55 .txt 2022-06-21 21:03 228K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-43-37.txt 2022-06-21 20:47 171K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-37-51.txt 2022-06-21 20:43 206K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-23-36.txt 2022-06-21 20:27 174K
Log_4f288554a752901£5257f03b33e218aa8 Android 2022-06-21 20-17-48 txt 2022-06-21 20:23 207K
Log_4f288554a752901£5257f03b33e218aa8 Android 2022-06-21 20-03-34.txt 2022-06-21 20:07 139K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 19-55-05.txt 2022-06-21 20:03 126K

2022-06-21 21:27:33 = INFO - —-mmmmmmmmcd CUSTOM PLUGIN MEASUREMENT- - --mmm. S
2022-06-21 21:27:33 - INFO - Custom Plugin Measuzement not enabled.
2022-06-21 21:27:33 - INFO - VOICE ME.

2022-06-21 21:27:33 - INFO - Voice Measurement not enabled.
2022-06-21 21:27:33 - INFO - SMS MEA:
2022-06-21 21:27:33 - INFO - Sms Measurement not enabled.
2022-06-21 21:27:33 - INFO -
2022-06-21 21:27:33 - INFO - TCPDUMP is not alive.
2022-06-21 21:27:33 - INFO -
<root>
<Id agent_id numeric="744" created_on='Tue 21 Jun 2022 21:27:33 GMT (Greenwich Mean Time)" revision="25" configuration_name="MOBILE ININ 5G TEST S20 LOGINNOV"
configuration_desc="MOBILE APP STATIONARY TEST' category id="48" category name='qHON Stationary Agent' agent_descripton="+38651698433" agent_info_technology="LTE'/>
<Global_data aliasHash="PORT_KP" apn='internet” client_version="InIn Mobile 2022 & 2.0.l-dev' config_id="325" cycle_id="1655846618374000"
hash="4£288554a752901£5257£03b33e218aa8Android" mobile mode="1" os_name="Android" os_version="11" wo_duration="234" modem_ temperature="53" cpu_temperature="43"
battery temperature="41" battery level="67.0" battery status="3"/>
<Measurement client ip="178.58.54.102" client ipv4 for geoloc="178.58.54.102" target ip="89.143.198.178" packet size bytes="64" interval between icmp packets ms="100"
timestamp="2022-06-21 21:26:37" ip version="4" type="ping test"” first hop rtt ms="-1" traceroutes="+;*;213.229.192.209;%;%;%;%;*;*;+;%;%;%;%;*" traceroute duration="42.154"
client_start_gps_latitude="45.549640020213275" client_start_gps_longitude="13.735982276002291" client_start_gps_altitude="45.728174883622714"
client start_gps speed over ground knots="0.0" client start gps timestamp="1655846796018" client start gps num sats="12" client stop_gps latitude="45.549640020213275"
client_stop_gps_longitude="13.735982276002291" client_stop_gps_altitude="45.728174883622714" client_stop_gps_speed_over_ground_knots="0.0" client_stop_gps_timestamp
client stop gps num sats="12" radio_access_type start="LTE' radio_cell id start="155597002" radio_tac start="42" radio_rsrq db start="-11" radio_rsrp dbm start="-110"
radio_net_operator_start="MOBITEL" radic_operator_code_start="29341" radio_lte_rx_channel_start="6201" radio_lte_tx_channel_start="24201" radio_lte_band_start="B20"
radio lte pci start="139" radio rssi dbm start="-86" radio_emm connection start="CONNECTED" radio sinr db start="8" radio_tx power dbm start="2" radio lte bw mhz start="10"
radio_lte ca state start="ADDED" radio lte dl mecs_1 start="2" radio lte dl mes 2 start="0" radio lte ul mcs 1 start="6" radio lte rb dl start="0" radio lte rb ul start="3"
radio_lte max_rb_dl_start="50" radic_lte_max_rb ul start="40" radio_lte_sc_num start="1" radio_lte_scell band_start="B7" radio_lte_scell_bw mhz_start="15"
radio lte scell rx channel start="3023" radic lte pcc_rxm RSRP dbm start='-102" radio access_type stop="LTE" radio_cell id stop="155597002" radio_tac _stop="42"
radio_rsrq_db_stop="-11" radic_rsrp_dbm_stop="-110" radio_net_operator_stop="MOBITEL" radio_operator_code_gtop="29341" radio_lte_rx_channel stop="6201"
radio_lte_tx_channel_stop="24201" radio_lte_band_stop="B20" radio_lte pci_stop="139" radio rssi_dbm stop="-86" radio_emm connection stop="CONNECTED" radio_sinr_db_stop="8"
radio_tx_power_dbm_stop="2" radio_lte_bw_mhz_stop="10" radio_lte_ca_state_stop="ADDED" radio_lte_dl _mcs_l_stop="2" radio_lte_dl_mcs_2_stop="0" radio_lte_ul_mcs_l_stop="6"
radio_lte rb dl stop="0" radio_lte rb ul stop="3" radio lte max rb dl stop="50" radio lte max rb ul stop='40" radio lte sc_num stop="1" radio_lte scell band stop="B7"
radio_lte scell bw mhz stop="15" radio lte scell rx channel stop="3023" radio lte pcc_rxm RSRP_dbm stop="-102">
<rtt ms status="Success” status code="0" sequence number="1">42.6</rtt ms>
<rtt ms status="Success” status code="0" sequence number="2">14.5</rtt_ms>
<rtt_ms status="Success" status_code="0" sequence_number="3">30.8</rtt_ms>
<rtt ms status="Success” status code="0" sequence number="4">29.8</rtt ms>
<rtt_ms status="Success" status_code="0" sequence_number="5">29.9</rtt_ms>
</Measurement>

1655846797025"

gMON analytics (step 5) — expected results (Ul):
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36 General / QoE Agent View

aliss  PORTKP © hash 4128 oid - anflg id 327 - BBMN @ MNDealled  (f MNMep [ Source Logs
Last result Battery Le LastRTT Last DNS Response Time Radio KPis
13 minutes ago &7
Config Name Config Id

MOBILE ININ 5G TEST $20 LOGINNOY - UDP 327
M Radio KPls - Last 24h

Client Ver... T Operstor PLMN
m 56042
> Querview

» Ping

» DNS

> Iperf - TCP

» Iperf - UDP

» Download

» Upload

» Web

Voice

gMON Agent status on the Android app (step 7) — expected results (Ul):

20:06 = Gd = = N Q¥ 889

niernel
NSTITUTE c9fas
c9f45455182d909b040d28a425effb241Android

https://mndev.iinstitute.eu

. WOBITEL
Config
Enabled
- PING
- DNS

122-06-21 20:06:10
Last duration: 6s
Average duratis

1] @] <

gMON Analytics (step 8) — expected results (Ul):
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LTE - PC Radio Signal

NR Radio Signal

Error Description if test negative

NA
Proposal Solution if test negative

NA
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Test Protocol Athens#1B

Date: September 2022 — November 2022

Test case type: pre-Test and Trial

Tested by: ICCS, PCT

Test scenario: 5G NSA vehicle drive test (n78 5G NR)

Testcase: #1B (Athens_Storyboard #1b) — Based on Koper testcase id: UC1-S3-1

Short description: 5G NSA vehicle drive test (n78 5G NR). Cross collaboration activity with Koper LL,

exploiting ININ’s gMON monitoring system as a common reference architecture for performing a 5G
drive test within the port terminal in Athens LL.

App./Infrastructure: 5G NSA Network, gNB with band 78, gMON system, qMON agents, qMON
reference server, test vehicle

Testcase Manager: ICCS, PCT

Prerequisites

5G NSA Network, gNB with n78 band, gMON system, gMON agents, gMON reference
server, Deployed qMON Agents in the test vehicle

Necessary N/A
test data
Activity Steps
Step Description Expected Result
Name
Step 1 Start prepared qMON Agent deployed | gMON Agent application is
in a vehicle. running.
Step 2 Check if gMON Agent is connected to gqMON Agent status is green.
the gMON Management.
Step 3 Apply correct WO (e.g. drive test gqMON Agent status indicate
methodology) to the gMON Agent. usage of applied WO.
Step 4 Check if log files with test results were | Log files are received on the
received on gMON Collector. gMON Collector storage server.
Step 5 Check if test results are visible in KPI results with expected values
gMON Analytics. are visible on the gMON
Analytics.
Step 6 Proceed with the drive test using Driving with the vehicle in the
selected route/area in the port. selected LL area.
Step 7 Stop the gMON Agent. gMON Agent application is not
running.
Step 8 Verify test results in the gMON KPI results with expected values
Analytics. are visible on the gMON
Analytics.
Expected As part of 5G network testing exploiting gMON monitoring platform the 5G KPIs will be
result collected.
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Test Result (including Screenshots, Photos etc.)
Expected result: yes

gMON Agent status on the Android app (step 1) — expected results (Ul):

20:07 = @ = N Q. 88%m 20:07 = @ = = X Q% 0 88%

c9f45 c9f45

RUN[ping][4] mos1TEL N [EBEE
Radio Service 41] Radio Service mode [LTE] / [293.
l LL 1D LD
1 6201 129075403
®

LTE C [ADDED] LTE STATUS [ADDED]

# 51 band[3] BW[20MHz] RxCh[1657] PCI[110] # 51 band[3] BW[20MHz] RxCh[1657] PCI[110]
RSRP_dBm[-109] RSRQ dB[-14] SINR_dB[] RSRP_dBm[-105] RSRQ dB[-13] SINR_dB[]

# 52 band[7] BW[15MHz] RxCh[3023] PCI[107] # S2 band[7] BW[15MHz] RxCh[3023] PCI[107]
RSRP_dBm[-118] RSRQ dB[-9] SINR_dB[] RSRP_dBm[-116] RSRQ_dB[-9] SINR_dB[]

[L oN
EPs [13.59:45.89:80.59:0.00] EPs [13.59:45.89:80.64:0,00]
Miren 237, 5291 Miren, Slovenia Wiren 237, 5291 Miren, Slovenia

WORK ORDER TNFO WORK INFO
[300] 5G_JC_POLIGON: [300] 5G_JC_POLIGON:
[1] PING; [2] DNS; [1] PING; [2] DMS;

Work order [300] Cycles [3] work order [300] Cycles [4]
Running Cycle start [2022-06-21 20:07:02] Running Cycle start [2022-06-21 20:07:02]
Last finished Cycle duration [6s] Last finished Cycle duration [55]
Shortest [5s] Avg [5.7s] Longest [6s] Shortest [5s] Avg [5.5s] Longest [6s]

11 @] < i @] <

gMON Agent status indicated on the gMON management (step 2 & 3) — expected results (Ul):

B Agents~ [ Work Orders~ | il My real-time dashboard & Logout
Manage agents
Home / Manage agents
No category filter v Detailed view | Matrix view | Map viaw
Id Last seen Unique ID (GUID) Alias Name Description Category Current work order Settings
276 5eb1f492686c93b6450c PAP-5eb1f TM Drive USIM [47] QMON Drive Agent [323] A1 MOBILE DRIVE RQT Ping DNS-A1 # Edit
282 8b9ddaad69983esdddn  PAP- Telekom Drive USIM [47] gMON Drive Agent [344] 5G-LOGINNOV MOBILE DRIVE RQT DQT # Edit
8b9dd
G Round robin [344,325,349]
291 s0160035(7f5t8as86a1: | PAP- A1 Drive USIM [47] gMON Drive Agent [325] MOBILE ININ 5G TEST S20 LOGINNOV 7 Edit
e0160
— - 'C Round robin [344,325,349]
a P
1 744 lasopas5aa75290115257 | PORT_KP 520 5G, TS SIM +38651698433 [48] GMON Stationary | [325] MOBILE ININ 5G TEST S20 LOGINNOV |/ Edit
1 Agent 1 |
| 1 I © Round robin [325,327] |

Log files on gMON Collector (step 4) — expected results (Ul):
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Index of /upload_log/4f288554a752901£5257f03b33e218aa8 Android

Name Last modified Size Descri

a Parent Directory -
Log_4{288554a752901£5257f03b33¢218aa8 Android 2022-06-21 21-23-38.txt 2022-06-21 21:27 173K
Log_4f288554a752901£5257f03b33e218aa8 Android 2022- 1 21-17-54.txt 2022-06-21 21:23 221K
Log_4f288554a752901£5257f03b33e218aa8 Android 2022-06-21 21-03-40.txt 2022-06-21 21:07 173K
Log_4f288554a752901£5257f03b33e218aa8Android 2022-06-21 20-57-55 .txt 2022-06-21 21:03 228K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-43-37.txt 2022-06-21 20:47 171K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-37-51.txt 2022-06-21 20:43 206K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-23-36.txt 2022-06-21 20:27 174K
Log_4f288554a752901£5257f03b33e218aa8 Android 2022-06-21 20-17-48 txt 2022-06-21 20:23 207K
Log_4f288554a752901£5257f03b33e218aa8Android 2022-06-21 20-03-34.txt 2022-06-21 20:07 139K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 19-55-05.txt 2022-06-21 20:03 126K

2022-06-21 21:27:33 - INFO - USTOM PLUGIN MEASUR - .
2022-06-21 21:2 - INFO - Custom Plugin Measurement not enabled.
2022-06-21 21:2 - INFO - VOICE MEA T

2022-06-21 21:2 INFO - Voice Measurement not enabled.
2022-06-21 21:2 = INFO = =mmmmmmmmmmmmmemeee SMS MEASUREMENT == -==-mmmmmmmmm
2022-06-21 21:2 - INFO - Sms Measurement not enabled.
2022-06-21 21:27:33 - INFO 1C
2022-06-21 21:27:33 - INFO - TCPDUMP is not alive.
2022-06-21 21:27:33 - INFO -
<root>
<Id agent_id_numeric="744" created_on="Tue 21 Jun 2022 21:27:33 GMT (Greenwich Mean Time)" revision="25" configuration_name="MOBILE ININ 5G TEST S20 LOGINNOV"
configuration_desc="MOBILE APP STATTONARY TEST' category id="48' category name="qHON Stationary Agent' agent descripton="+38651698433" agent_info_technology="LTE'"/>
<Global_data aliasHash="PORT_KP" apn='internet” client_version="InIn Mobile 2022 & 2.0.l-dev" config id="325" cycle_id="1655846618374000"
hash="4£288554a752901£5257£03b33e218aa8Android" mobile mode="1" os_name="Android" os_version="11" wo_duration="234" modem temperature="53" cpu_temperature="43"
battery_temperature="41" battery_level="67.0" battery status="3"/>
<Measurement client ip="178.58.54.102" client_ipvi_for_geoloc="178.58.54.102" target_ip="89.143.198.178" packet _size bytes="64" interval between_icmp_packets_ms
timestamp="2022-06-21 21:26:37" ip version="4" type='ping test" first hop rtt ms="-1" traceroute="+;+;213.229.192.200;%;%;%;%;%;%;%;%;%;%;4;*" traceroute duratio
client_start_gps_latitude="45.549640020213275" client_start_gps_longitude="13.735982276002291" client_start_gps_altitude="45.728174883622714"
client_start_gps_speed_over_ground knots="0.0" client_start_gps_timestamp="1655846796018" client_start_gps_num_sats="12" client_stop_gps_latitude="45.549640020213275"
client_stop_gps_longitude="13.735982276002291" client_stop_gps_altitude="45.728174883622714" client_stop_gps_speed_over_ground_knots="0.0" elient_stop_gps_ timestamp="1655846797025"
client_stop_gps num sats="12" radio_access_type start="LTE" radio_cell id start="155597002" radio_tac_start="42" radio rsrq db_start="-11" radio rsrp_dbm start
radio_net_operator_start="MOBITEL" radic_operator code start="29341" radio lte rx channel start="6201" radio_lte tx channel start="24201" radio lte band starts=
radio lte pci start="139" radio rssi dbm start="-86" radic_emm connection start="CONNECTED" radio sinr db start='8" radio tx power dbm start="2" radio lte bw mhz start="10"
DED" radio_lte_dl_mcs_1_start="2" radio_lte dl_mcs 2 start="0" radio_lte ul _mecs_l_start="6" radio lte rb dl_start="0" radio lte rb ul start="3"
3 50" radio_lte_max_rb_ul_start="40" radio_lte_sc_num_start="1" radio_lte scell band_start="B7" radio_lte_scell_bw mhz_start="15
radio_lte_scell_rx channel_start="3023" radio_lte_poc_rxm RSRP_dbm_start="-102" radio_access_type_stop="LTE" radio_cell_id_stop="155597002" radio Lacisto
radio_rsrq_db_stop="-11" radic_rsrp_dbm_stop="-110" radio_net_operator_stop="MOBITEL" radio_operator_code_stop="29341" radio_lte_rx_channel stop
radio_lte_tx _channel stop="24201" radio_lte band stop="B20" radic_lte pci_stop="139" radio rssi_dbm stop="-86" radio_emm connection stmp—”CONNECTED" radio_sinr_db_stop="8"
radio_tx_power dbm stop="2" radio_lte bw mhz stop="10" radio lte ca state stop="ADDED" radio_lte dl mes 1 stop="2" radio lte dl mes 2 stop="0" radio_lte ul mes 1 _sto
radio lte rb dl stop="0" radio lte rb ul stop="3" radio lte max rb dl stop="50" radio lte max rb ul stop="40" radio lte sc_num stop="1" radio lte scell band stop="B7"
radio_lte scell bw mhz stop="15" radio lte scell rx channel stop="3023" radio_lte pcc_rxm RSRP_dbm stop="-102">
<rtt_ms status="Success" status_code="0" sequence_number='"1">42.6</rtt_ms>
<rtt_ms status="Success' status code: sequence_number="2">14.5</rtt_ms>
<rtt_ms status="Success" status_code: ="3">30.8</rtt_ms>
<rtt_ms status="Success' status code: "4">29.8</Ttt_ms>
<rtt_ms status="Success' status_code: sequence_number="5">29.9</rtt_ms>
</Measurement>

Gouww
'

gMON analytics (step 5) — expected results (Ul):

{3 88 General / QoF Agent View
SAndrold v confiold 325 @ MNDstaded T MN Map
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- Overview
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gMON Agent status on the Android app (step 7) — expected results (Ul):
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-21 20:06:10

gMON Analytics (step 8) — expected results (Ul):

Error Description if test negative

NA

Proposal Solution if test negative

NA
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Test Protocol Athens#2

Date: 15t and 2"9 week of April 2022

Test case type: pre-test (technical)

Tested by: ICCS

Test scenario: NFV MANO platform

Testcase: #2

Short description: NFV-MANO service orchestration of Al-enabled services with 5G network support for
lifecycle management operations of various service components, targeting logistics, security and safety
applications. The MANO orchestration platform will support use cases 3, 4 and 5.

App./Infrastructure: Cellular network, Opensource MANO, Kubernetes cluster, Kubernetes network
functions (KNFs) for AlI/ML components, edge compute nodes deployment, 4K cameras deployment

Testcase Manager: ICCS, PCT

Prerequisites

Cellular network, Opensource MANO, Kubernetes cluster, Kubernetes network functions
(KNFs) for AI/ML components, edge compute nodes deployment, 4K cameras

deployment
Necessary N/A
test data
Activity
Step Description Expected Result
Name
Step 1 Start Opensource MANO Opensource MANO platform
ready for AI/ML service
orchestration
Step 2 Start Kubernetes cluster Kubernetes virtualized
infrastructure manager (VIM)
ready
Step 3 Establish cellular communication with Compute nodes are active
the edge compute nodes for data plane and ready to receive
(e.g., video streaming) and control plane | workloads
(orchestration of the service
components, e.g., Al services)
communication
Step 4 Deploy Opensource MANO and Activate 5G&Al-enabled rapid
Kubernetes manifests for Use Case 3 alert system components for
yard trucks collision
avoidance service
Step 5 Deploy Opensource MANO and Activate 5G&Al-enabled far-
Kubernetes manifests for Use Case 4 edge computing service for
human presence detection
service
Step 6 Deploy Opensource MANO and Activate 5G&Al-enabled far-
Kubernetes manifests for Use Case 5 edge computing service for
container seal detection
Step 7 Methodology validation for KPI data Data for relevant KPIs are
collection for Use Cases 3, 4 and 5 collected successfully
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Expected NFV-MANO service orchestration platform validated and ready to use: the orchestrator

result delivers the necessary components that compose the system and services for use cases
3, 4 and 5 successfully, including also validation of the methodology for KPI data
collection.

Test Result

Expected result: service orchestration to edge compute nodes successful. Input video from cameras is
delivered to the containerized functions delivering the Al services for use cases 3, 4 and 5. Expected trial
local data collection procedures are validated. Particularly, as already noted, the NFV-MANO platform
(Fehler! Verweisquelle konnte nicht gefunden werden.) supports the operation of Use Cases 3, 4 and
5 based on the provisioned manifests (Fehler! Verweisquelle konnte nicht gefunden werden., Figure
13). Relevant Uls (Fehler! Verweisquelle konnte nicht gefunden werden.), databases (Fehler!
Verweisquelle konnte nicht gefunden werden.), streaming servers, monitoring system, alert generation
system, AI/ML inference results and data collections procedures are controlled by the services and
deployed through the platform. For more details, please refer to D2.3.

g
5G-oT Device monitaring Ul ; — kubernetes — g
E = . I

K8s dashboard Ul

UCS: Manitest

5G-10T Device monitoring Ul

5 4
8 <
o
>
3 = >
docker ‘ ' |
'NVIDIA Container
- .ﬂ
docker
(°)

Runtime

GPU contalner

NVIDIA Contalner
Runtime

5G-40T Device monitaring Ul

Figure 11 NFV-MANO Platform
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Figure 12 UC3 NSD Descriptor file
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Figure 15: Database collecting Al inferenced frames for service evaluation and service monitoring

Error Description if test negative

Test was successful, no errors.

Proposal Solution if test negative

N/A
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Test Protocol Athens#3

Date: November - December 2021
Test case type: test and trial
Tested by: ICCS, PCT

Test scenario: 5G&AI Enabled Rapid Alert System in Yard Truck
Operations for Collision Avoidance

Testcase: #3

Short description: The current trial will focus in Use Case 3: “6G Enabled Rapid Alert System in Yard
Truck Operations for Collision Avoidance”, and will demonstrate the collision avoidance service between
5G trucks and personnel. A 4K camera is deployed on the 5G LOGINNOV truck, oriented to a particular
field of view (i.e., a driver’s blind spot). Additionally, a 5G router is equipped on the truck establishing
cellular communication between the truck and the edge computing node. The edge node receives the 4K
live video feed from the truck over 5G, and the inference engine developed for the collision avoidance
service processes the stream. In case of human presence detection in the 5G truck’s proximity the rapid
alert delivery system is activated, sending to the truck’s driver the inferenced/annotated video feed of its
proximity. For the trials a fixed truck route will be considered, and PCT trained personnel will create “fixed”
collision events. The model will be evaluated for its robustness and efficiency under varying light
conditions.

App./Infrastructure: 5G network, Opensource MANO, Kubernetes, Kubernetes network functions
(KNFs) for AI/ML components, edge computing node deployment, 4K camera and 5G router equipped
on yard truck

Testcase Manager: ICCS, PCT

Prerequisites | 5G network, Opensource MANO, Kubernetes, Kubernetes network functions (KNFs) for
AlI/ML components, edge computing node deployment, 4K camera and 5G router
equipped on yard truck

Necessary Live 4K video stream captured from the installed camera on truck, capturing video
test data frames of the truck’s vicinity.

Activity
Step Description Expected Result
Name
Service Initiation

Step 1 Start Opensource MANO Activate Opensource MANO
platform for AI/ML service
orchestration

Step 2 Start Kubernetes cluster Activate Kubernetes

virtualized infrastructure
manager (VIM)

Step 3 Establish 5G communication between Compute node and 5G truck
the 5G truck and the compute (GPU are connected and ready to
enabled) node used for the video activate the collision
analytics service avoidance service.

Step 4 Deploy Opensource MANO and Activating 5G&Al-enabled
Kubernetes manifests for Use Case 3 rapid alert system

components for yard trucks
collision avoidance service

Scenario
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varying light conditions

Step 5 5G truck performs a particular route, i.e., | The 5G truck follows the
moves in a predefined and bounded port | predefined route for the trial
area (prioritizing safety of personnel scenarios.
involved in the trials)

Step 6 As the 5G truck is moving in the Send uplink 4K video stream
bounded area, the 4K video feed from at the GPU enabled compute
the camera’s field of view is transmitted node over the 5G network
to the edge processing node over 5G
(uplink)

Step 7 The orchestrated Al model at the edge Receive and process input
node processes the live video feed to video streams for the Al-
infer in real time the presence (or enabled service at the edge
absence) of people close to the truck. computing node

Step 8 Scenario 1: No event detection. For No alert, i.e., blank screen is
cases where no person is detected in illustrated at the tablet in the
the truck’s vicinity based on the truck’s cabin
developed Al algorithm’s inference, a
black screen is illustrated at a tablet
installed in the truck’s cabin.

Step 9 Scenario 2: Event creation. Utilize Create fixed events to
PCT trained personnel, to move inside evaluate the service.
the trial area (camera’s field of view from
the truck) and create “fixed” events for
the evaluation of the collision avoidance
system.

Step 10 | Scenario 2: Event re-action. The Deliver rapid alerts/video to
inference engine delivers over the 5G the yard truck driver for
network (downlink) the 4K inferenced people in vicinity over 5G
video stream to the tablet installed in the
truck’s cabin, alerting the driver for
potential collision event.

Step 11 | Repeat scenarios of steps 8 to 10 in Get statistical results for the

operation of the service

Expected
result

Evaluate the efficiency and feasibility of the collision avoidance service

Test Result and Setup

Scenario setup
The test setup and trials for this use case involves a 5G modem (R5020 5G loT Router) and a 4K camera
(IPC-HFW3841T-ZAS) installed on PCT’s yard truck (Fehler! Verweisquelle konnte nicht gefunden
werden.), as well as a GPU enabled edge computing node receiving over 5G the live 4K stream captured
by the truck’s camera. In the truck’s cabin, a tablet is also installed and will be exploited for the trials.
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Figure 16: 4K camera and tablet installed on PCT's yard truck

The trials will demonstrate the Al enabled rapid alert system in two scenarios based on a fixed truck route.
In scenario 1 the 5G truck will follow the predefined route where no person will be present. The edge node
will receive the uplink 4K video stream in real time, and the developed inference engine will provide no
alert, i.e., a black screen is illustrated to the tablet at the 5G truck’s cabin, indicating that within the bounding
box area, no person is detected according to the developed Al model (Fehler! Verweisquelle konnte nicht
gefunden werden., left). In scenario 2, to create a fixed “risk” event, a person will be positioned within the
bounding box of the camera’s field of view, along the truck’s route. The Al model will process the live video
feed, detect the person within the bounding box area at the truck’s vicinity, and transmit the inferenced 4K
video stream (alert) at the tablet in the truck’s cabin (Fehler! Verweisquelle konnte nicht gefunden
werden., right) over 5G. For more details on the developed service and Al model tailored to the collision
avoidance service please refer to D2.3. The model will be evaluated under varying light conditions to
evaluate the efficiency and feasibility of the service.

Alert System Alert System

>

- \,-\. '“'\‘l.mﬁg

Figure 17: 5G&Al enabled collision alert service

Error Description if test negative

Failure to detect human presence in critical proximity of the truck. This may be due to:

1. Light conditions

2. The fact that in general, object detection algorithms are context- (or background-) aware, in the
sense that the background can be expected to affect the algorithms performance. Although most
of the time this is not significant, in a safety critical application like the one in hand it should be
dully noted

3. Properly determining the bounding boxes whose intersection with human bounding boxes will
indicate a ‘risk’ event is requires a number of trials

4. This is a latency critical application. If the alert is delayed (e.g., due to network conditions, or
processing delays) the service will not be feasible as a collision avoidance system

Proposal Solution if test negative
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1. Re-training of the human presence detection with more annotated images captured from the
specific context, in varying light conditions

2. Re-calibration of the pre-defined, ‘critical’ bounding boxes which determine the notion of the
truck’s vicinity as described above

3. Equip a compute node on the truck to employ partial or complete inference service at the locally
equipped compute node, to alleviate network delay
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Test Protocol Athens#4
Date: July — September 2022
Test case type: test and trial
Tested by: ICCS, PCT

Test scenario: 5G&Al enabled (far-)edge computing service for human
presence detection

Testcase: #4

Short description: The current trial which concerns Use Case 4: “optimal surveillance cameras and video
analytics”, will demonstrate the 5G&AIl enabled (far-)edge computing service for human presence
detection in high-risk areas, i.e., areas with increased truck traffic and crane operations. A 4K camera is
deployed in the area capturing real time events, along with a 5G interface and a GPU enabled edge
computing node for processing the live captured video frames and deliver the (far-)edge computing service
for human presence detection. The trials will include trained PCT personnel entering the monitored/trial
area, in order to create “fixed” safety risk events for evaluating the robustness of the algorithm in varying
light conditions.

App./Infrastructure: N/A

Testcase Manager: ICCS, PCT

Prerequisites | 5G network, Opensource MANO, Kubernetes, Kubernetes network functions (KNFs) for
AlI/ML components, edge computing hode deployment, 4K camera deployment

Necessary Live 4K video stream captured from the installed camera in the trial area targeting safety
test data and security applications.

Activity
Step Description Expected Result
Name
Service Initiation

Step 1 Start Opensource MANO Activate Opensource MANO
platform for Al/ML service
orchestration

Step 2 Start Kubernetes cluster Activate Kubernetes

virtualized infrastructure
manager (VIM)

Step 3 Establish 5G communication with the The edge compute node is
edge computing node for data plane ready to receive workloads
(e.g., video streaming) and control plane | and process video streams
(orchestration of the service
components) communications

Step 4 Deploy Opensource MANO and Activating 5G&Al-enabled far-
Kubernetes manifests for Use Case 4 edge computing service for
human presence detection
Scenario
Step 5 A 4K camera constantly monitors a risk | 4K video input for the
area (cf. Fehler! Verweisquelle konnte | developed Al model is
nicht gefunden werden.) where no captured in real time

person should be present. This area is
close to the quay side crane, where only
trucks should be present that facilitate
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the horizontal movement of containers
within the port premises.

Step 6 The 5G edge computing node receives Receive and process input
and processes the 4K video stream, to video streams for the Al-
infer the presence/absence of people in | enabled service at the edge
the inspected/trial area computing node

Step 7 Utilize PCT trained personnel, to move Create fixed events to
inside the trial area (camera’s field of evaluate the service.
view, cf. Fehler! Verweisquelle konnte
nicht gefunden werden.) and create
“fixed” risk events for the evaluation of
the edge service.

Step 8 Transmit over the 5G network the Visualize the inferenced
inferenced/annotated video (uplink) from | results and create respective
the 5G edge node to PCT monitoring alerts
platform

Step 9 Send/store inferenced/annotated frames | Annotated frames are stored
at PCT database for evaluation at the back-end system (5G

LOGINNOV database) for
manual inspection and KPI
evaluation

Step 10 | Repeat above steps for varying light N/A
conditions to evaluate the robustness of
the developed Al model.

Expected Evaluate the 5G&Al enabled (far-)edge computing service for human presence detection
result in specified risk areas at PCT.
Test Result

Scenario setup

The test setup and trials for this use case involves a 5G modem (R5020 5G IoT Router), a GPU enabled
edge computing node (NVIDIA Jetson AGX Xavier) and a 4K Camera (IPC-HFW3841T-ZAS) for capturing
live video frames exploited by the Al model. The 5G connection from/to the edge node establishes both,
data plane traffic, i.e., 4K (uplink) annotated/inferenced video streaming to PCT’s monitoring platform and
alert system, as well as control plane traffic including NFV-MANO service orchestration and lifecycle
management operations. For more details on the developed service and Al models please refer to D2.3.
In the trials we focus on areas around quay side cranes, and nearby truck routes, where frequent incidents
involving boom collisions, gantry collisions or stack collisions along with the presence of stevedoring
personnel make the risk for serious bodily injuries considerable. Fehler! Verweisquelle konnte nicht
gefunden werden. depicts the area besides quay side cranes, where trucks are continuously moving for
the horizontal movement of containers. In this area, personnel are prohibited to enter as it poses significant
safety risks.
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Figure 18: Human presence detection area, besides quay side cranes

Expected results are multifold: (i) the service will be exploited to mitigate the risk for serious injuries for
persons around the area of interest, i.e., increase safety measures for the employees’ workplace, by
delivering respective alerts to monitoring system and relevant patrols inspecting nearby areas; (ii) the
service allows for more efficient personnel resource utilization: “A-KPI8 Human resource optimization
(person-hours)” by reducing the security/safety patrol frequency or by re-distributing patrols in targeted
areas.

Error Description if test negative

Poor performance of the deployed algorithm will be reflected in the measured false positives (i.e. detecting
human presence when there is none) and false negatives (i.e. failing to detect actual human presence). If
observed, such poor performance is expected to be due to:

Varying light and shade conditions
Small size of the objects of interest (in our case, humans) in the captured frame

e Humans in the frame captured from angles hiding characteristic features used by the trained
algorithm to detect humans.

Proposal Solution if test negative

e Use additional cameras to capture the area of interest from a larger variety of angles.

e Use additional raw data to re-train the model and increase the efficiency/accuracy of the
developed inference engine

¢ Installation of lights where appropriate, to improve light conditions and visibility
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Test Protocol Athens#5

Date: September — October 2023
Test case type: Trial

Tested by: ICCS, PCT

Test scenario5G&Al enabled (far-)edge computing service for
container seal detection

Testcase: #5

Short description: The current trial which concerns Use Case 5: “Automation for ports: port control,
logistics and remote automation”, will demonstrate the 5G&AIl enabled (far-)edge computing service for
detecting the presence/absence of cargo container seals during the loading/unloading phase of vessels.
It includes real (daily) operations at PCT involving: vessels docking at Piraeus port carrying cargo
containers; and a quay side crane performing unloading/loading operations from/to vessels to/from yard
trucks. The quay side crane is equipped with a 4K camera which monitors the loading/unloading
operations, a 5G interface to establish cellular communication with the crane and a (GPU enabled) edge
computing node for processing the live captured video frames and deliver the (far-)edge computing service
for container seal detection. The service will be evaluated in real PCT operation for the full duration or part
of a working shift, under varying light conditions. Multiple shifts will be considered to adequately evaluate
the performance of the Al-enabled service.

App./Infrastructure: 5G network, Opensource MANO, Kubernetes, Kubernetes network functions
(KNFs) for AlI/ML components, edge computing node deployment, 4K camera deployment at quay side
crane (QC)

Testcase Manager: ICCS

Prerequisites | 5G network, Opensource MANO, Kubernetes, Kubernetes network functions (KNFs) for
Al/ML components, edge computing node deployment, 4K camera deployment at quay
side crane (QC)

Necessary Live 4K video stream captured from the camera installed at the QC that monitors the

test data loading/unloading operations of containers from/to yard trucks and vessels.
Activity
Step Description Expected Result
Name
Service Initiation
Step 1 Start Opensource MANO service Activate Opensource MANO
platform for AI/ML service
orchestration
Step 2 Start Kubernetes cluster Activate Kubernetes

virtualized infrastructure
manager (VIM)

Step 3 Establish 5G communications with the Establish 5G communication
edge computing node with the 10T/MEC nodes for
data plane (e.g., video
streaming) and control plane
(orchestration of the service
components) communications
Step 4 Deploy Opensource MANO and Activating 5G&Al-enabled far-
Kubernetes manifests for Use Case 5 edge computing service for
container seal detection
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Scenario
Step 5 Yard trucks arrive at the QC via two The service will be validated
possible lanes (cf. Fehler! via real/daily port operations
Verweisquelle konnte nicht gefunden | at PCT
werden.) to be loaded/unloaded with
containers
Step 6 The QC performs loading and unloading | 4K video input for the
operations between yard trucks and developed Al model is
docked vessels. The QC operations are | captured in real time
captured in real time by the installed 4K
camera.
Step 7 The 5G edge computing node receives Receive and process input
and processes the 4K video stream. video streams for the Al-
This step involves the extraction of the enabled service at the edge
container door from the video frames, computing node
and subsequently the inference about
the absence/presence of a container
seal from the extracted part of the
frame, i.e., container door.
Step 8 Inferenced/annotated 4K video is Visualize the inferenced
transmitted over 5G (uplink) from the 5G | results
edge computing node to PCT’s
monitoring system (cf. Fehler!
Verweisquelle konnte nicht gefunden
werden.)
Step 9 Send/store inferenced/annotated frames | Annotated frames are stored
at PCT database for evaluation at the back-end system (5G
LOGINNOV database) for
manual inspection and KPI
evaluation
Step 10 | Repeat above steps for varying light N/A
conditions to evaluate the robustness of
the developed AI/ML models

Expected Evaluate the 5G&Al enabled (far-)edge computing service for container seal detection at
result the loading/unloading process of vessels.
Test Result

Scenario setup

The installation at the 5G QC as exploited for the 5G LOGINNOQV trials includes the GPU enabled edge
computing node (NVIDIA Jetson AGX Xavier) installed in the crane cockpit, a 4K Camera (IPC-HFW3841T-
ZAS) and 5G modem (R5020 5G IoT Router), as show in Fehler! Verweisquelle konnte nicht gefunden
werden.. The camera is connected via (and power by) an ethernet Gigabit connection to a switch located
at the crane cockpit. The 5G modem and edge node are also connected to the switch inside the cockpit,
enabling 5G connectivity from/to the edge node including both data plane traffic, e.g., 4K (uplink)
annotated/inferenced video streaming, as well as control plane traffic including NFV-MANO service
orchestration and lifecycle management operations.
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Figure 19: 5G QC service/scenario setup

Fehler! Verweisquelle konnte nicht gefunden werden. depicts the box inside the cockpit crane hosting
the GPU enabled edge processing node and the 5G modem for facilitating the cellular communication with
the device/crane.

Figure 20: 5G modem and 10T node inside the cockpit of the crane

The bellow figures illustrate the live service, i.e., real inferenced footage from deployed camera at the quay
side crane, delivering 4K uplink inferenced/annotated video streams over the 5G NSA network, towards the
(or any) internal access terminal requesting the (video) service at Piraeus port. For more details on the Al-
enabled algorithms development please refer to D2.3.
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Figure 21: 4K uplink inferenced video stream for the far-egde container seal detection service

Expected results for Use Case 5 are multifold: (i) by automating the service (through the developed Al/ML
models) the use case removes the need for human personnel (i.e., current practice involves manual
inspection from employees at the loading/unloading phase of vessels checking for absent/present seals) at
an area with high safety risks, i.e., increased truck traffic and crane operations; (ii) the service allows for
more efficient personnel resource utilization: “A-KP18 Human resource optimization (person-hours)” by
reducing hours spent in container seal checking or by redistributing human personnel to other tasks/jobs.
Additionally, the service (iii) aims at improving the logistics supply chain by reducing the vessel stay at
Piraeus port: “A-KPI13: Vessel Operation Completion Time”. Particularly, a mother vessel at Piraeus needs
(on average) about 3000 stevedore moves for operations completion. Seal-presence check currently
requires one person and about 30 seconds to complete. Reducing this time by, e.g., 3 seconds per
container, results to 9000 seconds (or 2.5 hours) reduction of vessel stay at the port.

Error Description if test negative

The detection of cargo container seals bears significant challenges:

1. The task involves detecting very small objects (i.e. the various types of seals) in a large surface
(i.e. the container door) which is rich and random in texture and features, e.g., letters, rust,
damages, stickers, etc.

2. During the loading/unloading process, the container may move along a large variety of trajectories
when passing in front of the camera. This implies that the camera may capture the passing
container from quite varying distances and angles.

3. Like all computer vision algorithms, our system is expected to be sensitive to light conditions. The
current algorithm performs poorly on frames captured during the night.

All of the above may impair the seal detection accuracy of the deployed algorithm.

Proposal Solution if test negative

e Use additional cameras to capture the container movement from various angles and improve the
detection accuracy of the seals.

e Use additional raw data to re-train the model and increase the efficiency/accuracy of the developed
inference engine.

e Installation of night lights can improve the performance of the system during the night
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Test Protocol Athens#6

Date: July 2022 — February 2023
Test case type: Trial

Tested by: ICCS, PCT

Test scenario: Predictive Maintenance Service

Testcase: #6

Short description: The current trial which concerns Use Case 7: “Predictive Maintenance”, will
demonstrate the efficiency of the Al algorithm based on data accumulated from the fleet of 5G connected
trucks participating in PCT’s daily port operations. 5G LOGINNQV trucks will be equipped with a telematics
device connected to CAN-Bus data, and a 5G interface to establish cellular communication. CAN-Bus
data will flow to PCT’s enterprise management system (EAMS), where the predictive maintenance
algorithm resides, storing also daily logs of truck (and truck part functional) operations. EAMS additionally
includes/stores the description of breakdown events, the part of the truck that was affected and the spare
parts used for the repair. The trials phase will evaluate the efficiency of the predicive maintenance service
in two scenarios. The first scenario is dedicated to deciding the maintenance schedule of the yard trucks,
whereas the second case will be focused on determining the quantity and type of the spare parts required
for maintenance.

App./Infrastructure: 5G network, CAN-Bus data, Al/ML predictive maintenance algorithm, EAMS
system

Testcase Manager: ICCS, PCT

Prerequisites | 5G network, CAN-Bus data, Al/ML predictive maintenance algorithm, EAMS system
Necessary CAN-Bus data from 5G yard truck operations paricipating in daily port operations,
test data historical telemetry data, maintenance and breakdown data of the yard trucks fleet
Activity
Step Description Expected Result
Name
Step 1 Establish 5G communication between Truck connected to EAMS
yard truck and EAMS over 5G
Step 2 5G trucks transmit CAN-Bus data from Data are accumulated at
daily port operation to EAMS EAMS
Step 3 Initiate user interface (cf. Fehler! Start user interface to exploit
Verweisquelle konnte nicht gefunden | the prediction maintenance
werden.) for the predictive maintenance | service
tool
Step 4 Select the time period of logged data Al service is trained based on
used for the prediction, e.g., last 3 data accumulated over a
months of 5G truck operations. specific time period
Step 5 Select specific yard truck parts that the Select specific truck parts to
prediction will be made for predict potential break downs
Step 6 Select the time period for predicting Date of potential break down
potential future break down events of
selected truck parts (Step 4)
Step 7 Acquire (predicted) date of potential Get potential date for part
malfunction breakdown
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Step 8 Acquire prediction of necessary parts to | Get number and type of parts
repair/fix the foreseen problem necessary to repair the
damaged part
Step 9 Evaluate prediction of steps 7 and 8 Evaluate results
Step 10 | Repeat above steps for various training | Average results over multiple
and testing periods to evaluated the evaluation of the Al service
efficiency of the algorithm

Expected The success criteria of the trial will be based on the accuracy of the prediction date, i.e.,
result foreseen breakdown, and the truck part that failed for the first scenario, while the predicted
type and quantity of spare parts to be used for the repair with determine the success rate
of the second scenario, addressing relevant KPIs of the Use Case 7.

Test Result

For the trials of 5G-LOGINNOV that will showcase the predictive maintenance tool, PCT will focus in two
main scenarios. The first scenario is dedicated to deciding the maintenance schedule of yard trucks,
whereas the second case will be focused on determining the quantity of the spare parts required for
maintenance. The user will be able to select the time period of data that the prediction will be based on as
well as the period and the specific spare parts for which the predictions need to be made (Fehler!
Verweisquelle konnte nicht gefunden werden.). The potential input data of the Al algorithm that are
expected to be utilized include historical telemetry data, maintenance and breakdown data of the yard trucks
fleet as well as telemetry data accumulated from the 5G yard trucks for the period of WP3 trials. The
expected outcome of the UC will be a list of potential (predicted) dates of vehicles malfunction, i.e., break
down, as well as the spare part requirements to repair/fix the foreseen problem. Predictions will be made
for the one month and at the end of the month the maintenance/breakdown work orders will be extracted
from EAMS. The success criteria of the trial will be based on the accuracy of the prediction date and truck
part that failed for the first scenario while the type and quantity of spare parts used will determine the
success rate of the second scenario, addressing all KPIs of the Use Case 7.

Asset Management Predictor Asset Management Predictor

Home \Vaiidate Train  Predict

Home  Validate Train  Predict
Check Available Model

Check the availability of required data for training and testing

Truck Id List
Asset Management Predictor Successfully loaded /pct_data/input_data/Truck_id List csv , number of rows = 163
Home Validale ~Train  Predict Training Telemetry Data

Successtully loaded /pct_data/input_datatraining_summary.csv . number of rows = 833479
Train Machine Learning Model
Training Maintenance

Data
Part |0 P14143207 P14005I74 P14 Successfully loaded /pct_datainput_dataWO emergency - FOR IT.XLSX , number of rows = 2481

Predicton Horzon (Days). 30

CPUs (Parallel Tranng) 2

Testing Telemetry Data

‘ Successfully loaded /pct_data/input_dataftest_summary.csv , numoer of rows = 130000

Figure 22: Predictive maintenance tool web interface

Error Description if test negative
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N/A

Proposal Solution if test negative

N/A
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Test Protocol Athens#7

Date: 01/06/2022

Test case type: pre-test (technical)

Tested by: Vodafone Innovus

Test scenario: Device management platform ecosystem

Testcase: #7

Short description: Back end system test for localization multicast and video multicast to 3 devices.

App./Infrastructure: Web and video server (application server), mobile application for Android with
camera.5G network

Testcase Manager: VODA

Prerequisites

Cellular connectivity, online application server. Day light time for the mobile cameras
transmit acceptable video.

Necessary N/A
test data
Activity
Step Description Expected Result
Name
Step 1 Create accounts for app users Users are created in the
application server
Step 2 Start application server Services of position and video
feed are online
Step 3 User login to mobile application Users enter the application
Step 4 Allow location access Once location access is
enabled the truck location is
reported to the rest of the
truck fleet.
Step 5 Nearest trucks are displayed on the map | Truck positions are visible on
the map
Step 6 Selecting the closest truck — (withing 30 | The user is represented to
meters) select the nearest convenient
camera
Step 7 View adjacent truck mobile camera Live video feed is presented
while reversing at the user.
Step 7 Measure latency and video quality Video feed quality should be
adequate for live monitoring
Expected With successful test of the scenario the user can view his own truck from the camera on
result another truck and also view the position on the map.

Test Result (including Screenshots, Photos etc.)

Expected result: yes
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Screenshots of the mobile application, once location access is allowed, with the positions of other trucks
(in red) and the current mobile device (in blue).

@,SG

Schisto Perama
Environmental
Park

s 19
oS

Gy

L
Leof. Dimokatlas
@ Allow Loginnov 5G LL Athens to ° e
access this device's location?
L
DENY  ALLOW L]

Aylog ANEEQVBpO
e § s
Google Psittalia

=B

92022 Google

Test video feed from mobile phone of another truck.

82



Pier | Container
Terminal PPA
Mpophnta |

ZEMNO OAN

-+

- AT

Dock 3I0ANVAIE! 9

I
€e ge ©2022 Google

Current Statistics

Error Description if test negative

N/A

Proposal Solution if test negative

N/A
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Test Protocol Athens#8

Date: 01/10/2022

Test case type: Trial

Tested by: Vodafone Innovus, PCT

Test scenario: Device management platform ecosystem

Testcase: #8

Short description: The basic scenario consists of 3 (or more vehicles) of which one is maneuvering.
Performing 90 degree back turn often requires external human help or camera on the back side of the

truck.

App./Infrastructure: Web and video server (application server), mobile application for Android with

camera.5G network

Testcase Manager: Vodafone Innovus, PCT

Prerequisites | Cellular connectivity, online video server, mobile phones installed on trucks, day light
time for the mobile cameras transmit acceptable video.
Necessary N/A
test data
Activity
Step Description Expected Result
Name
Step 1 Start application server Service should be online
Step 2 Mobile application receives position and | The user can view other
video feed trucks positions and video.
Step 3 The driver picks up a container and taps | A record of pick-up container
on the phone that the truck is carrying is registered
container.
Step 4 The driver leaves a container and taps A record of left container is
on the phone that the truck is not registered
carrying container anymore.
Step 5 A 5G truck started to maneuver for N/A
parking — Truck A.
Another 5G truck (B) is near (30 meters)
in line of sight will transmit video feed
the truck A.
A 3" 5G truck (C) is near (30 meters) in
line of sight will transmit video feed the
parking truck A. Truck C should be in
angle with truck A
Step 6 Driver at truck A can view its vehicle The driver can park the truck
through the app, via 2 cameras, using video feed from the 2
other vehicles.
Expected It is expected that during this scenario the driver will be able to maneuver the truck with
result assistance of the external cameras (from other truck). Also, to retrieve information about
the trucks and empty runs.
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Test Result (including Screenshots, Photos etc.)

Expected result: Truck driver to be able to view the truck he is from external sources real time. The
application should automatically detect nearby trucks and enable the user to select live feed from those
devices.

The following map depicts 1 vehicle (orange) that is performing 90-degree backwards maneuvering. 2
trucks in vicinity (30 meters or less) are automatically identified and live feed is available to the driver.

E ‘

Error Description if test negative

N/A

Proposal Solution if test negative

N/A
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LL Hamburg

Test Protocol HH#1

Datum/Date:

Test case type ():

Tested by:

Testszenario:

06.04.2022
Test (technical)

T-Systems

Testcase: LCMM App & portal

Short description: Use of LCMM by running vehicle trips, collection of position data, feedback to
driver, result overview at the LCMM portal

App./Infrastructure: LCMM APP iOS Version 43.2 / Android Version 43.2

Testcase Manager: Ralf Grigutsch

Prerequisites

Describe needed setup:

LCMM as App and access to LCMM portal
TAVF test field accessible

5G Connectivity

Necessary e.g. accounts, etc.
test data Access data: Account rg.logi.drv,
Vehicle: rg.logi.jeep with standard car parameter
Vehicle
RG Logi Jeep rg.logi.drv
Jeep Renegade Limited
SN Sh 036
235 30 2,664
! Airconditioning
05 Class 3
Start-Stop automatic [] Motorheating
Figure 23 Screenshot vehicle configuration test #1
Aktivity Steps
Step Description Expected Result
Name
Step 1 Start iOS device Device starts
Step 2 Check connectivity 5G Connectivity available
Step 3 Start LCMM App Start screen visible
Step 4 Select vehicle RG Logi Jeep selectable
Step 5 Login App with account @ iOS device | Login successful
Step 6 Select Expert Mode for further data
during test trip Expert mode screen available
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Step 7 Position device near front windshield
within prepared device holder Fixed device near windshield
Step 8 Connect device with power cable External power accessible
Step 9 Start vehicle engine Vehicle ready for test trip
Step 10 | Push start button at LCMM App Button changes to label ‘Stop’
and collection of position
(GNSS) data starts
Step 11 | Start test trip & collect data Trip on the TAVF
Step 12 | During Trip: Check (if possible) Changes of colour (green,
screen changes, hints and values in yellow, red) available
the LCMM APP Counters for expert mode
provide different numbers on
collected GNSS data,
communication (request —
response)
Step 13 | Stop trip by pushing the Stop button LCMM finalizes trip and
provides trip summary data
Step 14 | Run with the vehicle to defined Arrive at defined parking slot
parking slots and stop engine
Step 15 | Check trip and available data at Access to trip at LCMM portal
LCCM portal via Laptop, tablet etc.
Step 16 | Compare trip results with driver’s trip Successful trip with LCMM
experience
Step 17 | Check results concerning availability Numbers are available

of numbers for KPlIs:
Speed, acceleration and stillstand
time

Expected
result

5G Connectivity available, Use of LCMM successful, collection of position data, feedback to

driver, result overview at the LCMM portal

Test Result (including Screenshots, Photos etc.)

Expected results fulfilled: yes

Willkommen

HAGENTA.

Schon, dass du dabei bist!

Figure 24 Screenshots LCMM App & portal test #1
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Detdils Map Speed Profile Altitude Profile Emission Profile Way Profil

Distance 4,14 Km

Figure 26 Trip route test #1

Details Map Speed Pipfile Altitude Profile Emission Profile Way Profil
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Figure 27 Speed profile test #1
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Details Map Speed Profile Altitude Pofile Emission Profile Way Profil
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Figure 28 Altitude profile test #1
Details Map Speed Profile Altitude Profile Emissior| Profile Way Profil
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Figure 29 Emission profile test #1
Details Map Speed Profile Altitude Profile Emission Profile Way|Profil
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Figure 30 Way profile test #1

Error Description if test negative
Test was successful, no errors.

Proposal Solution if test negative
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Test Protocol HH#2

Datum/Date:

Test case type ():

Tested by:

Testszenario:

06.04.2022
Test (technical)

T-Systems

Testcase: LCMM App & portal

Short description: Use of LCMM by running additional vehicle trip , collection of position data,

feedback to driver, result overview at the LCMM portal

App./Infrastructure: LCMM APP iOS Version 43.2 / Android Version 43.2

Testcase Manager: Ralf Grigutsch

Prerequisites

Describe needed setup:

LCMM as App and access to LCMM portal
TAVF test field accessible

5G Connectivity

Necessary e.g. accounts, etc.
test data Access data: Account rg.logi.drvc,
Vehicle: rg.logi.jeep with standard car parameter
Vehicle
RG Logi Jeep rg.logi.drv
Jeep Renegade Limited
HSN Sh 036
235 30 2,664
05 C‘;H 5 Airconditioning
Start-Stop automatic [] Motorheating
Figure 31 Screenshot vehicle configuration test #2
Aktivity Steps
Step Description Expected Result
Name
Step 1 Start iOS device Device starts
Step 2 Check connectivity 5G Connectivity available
Step 3 Start LCMM App Start screen visible
Step 4 Select vehicle RG Logi Jeep selectable
Step 5 Login App with account @ iOS device | Login successful
Step 6 Select Expert Mode for further data
during test trip Expert mode screen available
Step 7 Position device near front windshield
within prepared device holder Fixed device near windshield
Step 8 Connect device with power cable External power accessible
Step 9 Start vehicle engine Vehicle ready for test trip
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Button changes to label ‘Stop
and collection of position
(GNSS) data starts

Trip on the TAVF

Changes of colour (green,
yellow, red) available
Counters for expert mode
provide different numbers on
collected GNSS data,
communication (request —
response)

LCMM finalizes trip and
provides trip summary data

Arrive at defined parking slot

Access to trip at LCMM portal

Successful trip with LCMM

Numbers are available

Step 10 | Push start button at LCMM App
Step 11 | Start test trip & collect data
Step 12 | During Trip: Check (if possible)
screen changes, hints and values in
the LCMM APP
Step 13 | Stop trip by pushing the Stop button
Step 14 | Ruin with the vehicle to defined
parking slots and stop engine
Step 15 | Check trip and available data at
LCCM portal via Laptop, tablet etc.
Step 16 | Compare trip results with driver’s trip
experience
Step 17 | Check results concerning availability
of numbers for KPlIs:
Speed, acceleration and stillstand
time
Expected
result driver, result overview at the LCMM portal

5G Connectivity available, Use of LCMM successful, collection of position data, feedback to

Test Result (including Screenshots, Photos etc.)

Expected results fulfilled: yes

Details

Vehicle
RG Logi Jeep

Route

L8 8 & S*

Duration
0:53:11

CO2 Emission
24kg

Aero Cycle
828%

Acceleration Performance Index (API)
6,2 kWh/100km*t

RollWork

02MJ

Cross section area
2.35m?

Mass
1600 kg

Airconditioning

i Profile

Group name
Loginnov.

AR Tr T

Distance
139 km

Zero fuel distance
2152 m

Percentage Standstill Cycle
62,3 %

AccWork

45MJ

GradeWork

1.3MJ

Efficiency

30%

Rollfriction coefficient
0.0015

Start Stop automatic

Start time
06.04.2022,11:23

Driving Behaviour

1.8 & SAG%d

Speed
15,7 km/h

Standstill time
0:12:14

Percentage Work Cyle
1102 %

AeroWork

04MJ

Fuel emissions factor

2.664 kg/l

Standstill fuel consumption
0.51/mh

End time
06.04.2022,12:20

Fuel Consumption
6,4 1/100km

ACC Cycle
135%

Energy Performance Index (EPI)
41/100km*t

Standstill work
03MJ

Fuel value
35.712MJ/1

Motorheating

Figure 32 LCCM overview results test #2
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Figure 34 Trip route — satellite view - test #2
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Figure 35 Speed profile test #2
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Details Map Speed Profile Altitude Profile Emission Profile Way Profil
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Figure 36 Altitude profile test #2
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Figure 37 Emission profile test #2

Details Map Speed Profile Attitude Profile Emission Profile way [Profil
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Figure Way profile test #2

Error Description if test negative

Test was successful, no errors.

Proposal Solution if test negative
n.a
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Test Protocol HH#3

Datum/Date:

Test case type ():

Tested by:

Testszenario:

06.04.2022 #3
Test (technical)

T-Systems

Testcase: Test LCMM

Short description: Use of LCMM by running additional vehicle trip , collection of position data,

feedback to driver, result overview at the LCMM portal

App./Infrastructure: LCMM APP iOS Version 43.2 / Android Version 43.2

Testcase Manager: Ralf Grigutsch

Prerequisites

Describe needed setup:

LCMM as App and access to LCMM portal
TAVF test field accessible

5G Connectivity

Necessary e.g. accounts, etc.
test data Access data: Account rg.logi.drv,
Vehicle: rg.logi.jeep with standard car parameter
Vehicle
RG Logi Jeep rg.logi.drv
Jeep Renegade Limited
N TSh 0,36
235 3’0 2,664
Airconditioning
05 Class 3
Start-Stop automatic [J Motorheating
Figure 38 Screenshot vehicle configuration test #3
Aktivity Steps
Step Description Expected Result
Name
Step 1 Start iOS device Device starts
Step 2 Check connectivity 5G Connectivity available
Step 3 Start LCMM App Start screen visible
Step 4 Select vehicle RG Logi Jeep selectable
Step 5 Login App with account @ iOS device | Login successful
Step 6 Select Expert Mode for further data
during test trip Expert mode screen available
Step 7 Position device near front windshield
within prepared device holder Fixed device near windshield
Step 8 Connect device with power cable External power accessible
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Step 9 Start vehicle engine Vehicle ready for test trip
Step 10 | Push start button at LCMM App Button changes to label ‘Stop’
and collection of position
(GNSS) data starts
Step 11 | Start test trip & collect data Trip on the TAVF
Step 12 | During Trip: Check (if possible) Changes of colour (green,
screen changes, hints and values in yellow, red) available
the LCMM APP Counters for expert mode
provide different numbers on
collected GNSS data,
communication (request —
response)
Step 13 | Stop trip by pushing the Stop button LCMM finalizes trip and
provides trip summary data
Step 14 | Ruin with the vehicle to defined Arrive at defined parking slot
parking slots and stop engine
Step 15 | Check trip and available data at Access to trip at LCMM portal
LCCM portal via Laptop, tablet etc.
Step 16 | Compare trip results with driver’s trip Successful trip with LCMM
experience
Step 17 | Check results concerning availability Numbers are available
of numbers for KPIs:
Speed, acceleration and stillstand
time

Expected
result

5G Connectivity available, Use of LCMM successful, collection of position data, feedback to
driver, result overview at the LCMM portal

Test Result (including Screenshots, Photos etc.)

Expected results fulfilled: yes

Detdils ed Profile Altitude Profile Emission Profile
Vehicle Group name Start time End time
RG Logi Jeep Loginnov. 06.04.2022,15:22 06.04.2022,15:55
Route Traffic Driving Behaviour
Duration Distance Speed Fuel Consumption
0:32:30 10,2 km 188 km/h 6,5 1/100km
C02 Emission Zero fuel distance Standstill time ACC Cycle
1.8kg 1.395m 0:11:48 1538 %
Aero Cycle Percentage Standstill Cycle Percentage Work Cyle Energy Performance Index (EPI)
84,6 % 759 % 1262 % 4,11/100km*t

Acceleration Performance Index (API)

6,7 kWh/100km*t
Rollwork

01 MJ

Cross section area
235m?

Mass

1600 kg

Airconditioning

AccWork
3,6 MJ
GradeWork
T1,1MJ
Efficiency
30%

Rollfriction coefficient
0.0015

Start Stop automatic

AeroWork
02mMJ

Fuel emissions factor
2.664 kg/l

Standstill fuel consumption
0.51/h

Figure 39 LCMM results test #3

Standstill work
03MJ

Fuel value
35.712MJ0/1

Motorheating
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Details Speed Profile Altitude Profile Emission Profile Way Profil
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Figure 40 Trip route test #3

Details speed Profile Altitude Profile Emission Profile Way Profil
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Figure 41 Speed profile test #3

Details Speed Profile Althude Profile Emission Profile Way Profil
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Figure 42 Altitude profile test #3
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Details Map Speed Profile Altitude Profile Emission Profile Way Profil

100
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Figure 43 Emission profile test #3

Details Map speed Profile Altitude Profile Emission Profile way Profil
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Distance i

Figure 44 Way profile test #3

Error Description if test negative

Test was successful, no errors.

Proposal Solution if test negative

n.a
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Test Protocol HH#4

Datum/Date:

Test case type ():

Tested by:

Testszenario:

06.04.2022 #4
Test (technical)

T-Systems

Testcase: Test LCMM

Short description: Use of LCMM by running additional vehicle trip , collection of position data,

feedback to driver, result overview at the LCMM portal

App./Infrastructure: LCMM APP iOS Version 43.2 / Android Version 43.2

Testcase Manager: Ralf Grigutsch

Prerequisites

Describe needed setup:

LCMM as App and access to LCMM portal
TAVF test field accessible

5G Connectivity

Necessary e.g. accounts, etc.
test data Access data: Account rg.logi.drvc,
Vehicle: rg.logi.jeep with standard car parameter
Vehicle
RG Logi Jeep rg.logi.drv
Jeep Renegade Limited
HSN Sh 036
235 30 2,664
7 Airconditioning
05 Class 3
Start-Stop automatic [] Motorheating
Figure 45 Vehicle configuration test #4
Aktivity Steps
Step Description Expected Result
Name
Step 1 Start iOS device Device starts
Step 2 Check connectivity 5G Connectivity available
Step 3 Start LCMM App Start screen visible
Step 4 Select vehicle RG Logi Jeep selectable
Step 5 Login App with account @ iOS device | Login successful
Step 6 Select Expert Mode for further data
during test trip Expert mode screen available
Step 7 Position device near front windshield
within prepared device holder Fixed device near windshield
Step 8 Connect device with power cable External power accessible
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Step 9

Start vehicle engine

Vehicle ready for test trip

Step 10

Push start button at LCMM App

Button changes to label ‘Stop’
and collection of position
(GNSS) data starts

Step 11

Start test trip & collect data

Trip on the TAVF

Step 12

During Trip: Check (if possible)
screen changes, hints and values in
the LCMM APP

Changes of colour (green,
yellow, red) available
Counters for expert mode
provide different numbers on
collected GNSS data,
communication (request —
response)

Step 13

Stop trip by pushing the Stop button

LCMM finalizes trip and
provides trip summary data

Step 14

Ruin with the vehicle to defined
parking slots and stop engine

Arrive at defined parking slot

Step 15

Check trip and available data at
LCCM portal via Laptop, tablet etc.

Access to trip at LCMM portal

Step 16

Compare trip results with driver’s trip
experience

Successful trip with LCMM

Step 17

Check results concerning availability
of numbers for KPlIs:

Speed, acceleration and stillstand
time

Numbers are available

Expected
result

5G Connectivity available, Use of LCMM successful, collection of position data, feedback to
driver, result overview at the LCMM portal

Test Result (including Screenshots, Photos etc.)

Expected results: yes

Details

Vehicle
RG Logi Jeep

e

Duration
0:17:58

CO2 Emission
09kg

Acceleration Performance Index (API)
7,5 kWh/100km*t

RollWork

01MJ

Cross section area
2.35m?

Mass

1600 kg

Airconditioning

i Profile Altitude Profile Emission Profile WNay Profil

Group name Start time
Loginnov. 06.04.2022, 15:55
Traffic Driving Behaviour
Distance Speed

53 km 17,7 km/h

Zero fuel distance Standstill time
816m 0:07:10

Percentage Standstill Cycle
859 % 1363 %

AccWork AeroWork

22M) 0,1 MJ

GradeWork

03MJ

Efficiency Fuel emissions factor

30% 2.664 kg/I

Rollfriction coefficient
0.0015 0.51/h

Start-Stop automatic

Figure 46 LCMM results test #4

Percentage Work Cyle

Standstill fuel consumption

End time
06.04.2022, 16:14

Fuel Consumption
6,7 1/100km

ACC Cycle

1642 %

Energy Performance Index (EPI)
4,2 1/100km*t

Standstill work
0,2 MJ

Fuel value
35.712 MJ/1

Motorheating
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Details Map Speed Profile Altitude Profile Emission Profile Way Profil

Distance 5,29 Km

Figure 47 Trip route test #4
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Figure 48 LCMM speed profile #4
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Figure 49 Altitude profile test #4
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Details Map Speed Profile Altitude Profile Emission Profile Way Profil
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Figure 50 Emissions profile test #4
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Figure 51 Way profile test #4

Error Description if test negative

Test was successful, no errors

Proposal Solution if test negative

n.a
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Test Protocol HH#5

Datum/Date:

Test case type ():

Tested by:

Testszenario:

06.04.2022
Test (technical)

T-Systems

Testcase: Test LCMM & GLOSA

Short description:
Use of LCMM by running vehicle trip, collection of position data, feedback to driver, result
overview at the LCMM portal. Use of GLOSA for traffic light forecast during trip.

App./Infrastructure: LCMM APP iOS Version 43.2 and Traffic Light Assistant V1.1 (GLOSA) for

Android

Testcase Manager: Ralf Grigutsch

Prerequisites

Describe needed setup:

LCMM as App and access to LCMM portal
TAVF test field accessible

GLOSA App (no account needed)

GLOSA service at MEC

Necessary e.g. accounts, etc.
test data Access data: Account rg.logi.drv,
Vehicle: rg.logi.jeep with standard car parameter
See Test Protocol #1 - #4
Aktivity Steps
Step Description Expected Result
Name
Step 1 Start iOS & Android device Devices start
Step 2 Check connectivity 5G Connectivity available
Step 3 Start LCMM App Start screen visible
Step 4 Select vehicle RG Logi Jeep selectable
Step 5 Login App with account @ iOS device | Login successful
Step 6 Select Expert Mode for further data
during test trip Expert mode screen available
Step 7 Position device near front windshield
within prepared device holder Fixed device near windshield
Step 8 Connect device with power cable External power accessible
Step 9 Start vehicle engine Vehicle ready for test trip
Step 10 | Push start button at LCMM App Button changes to label ‘Stop’
and collection of position
(GNSS) data starts
Step 11 | Start GLOSA App App visible at Android device
see current position on the road
Step 12 | Start test trip @ collect data Trip on the TAVF
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Step 13 | During Trip: Check (if possible) Changes of colour (green,
screen changes, hints and values in yellow, red) available
the LCMM APP Counters for expert mode
provide different numbers on
collected GNSS data,
communication (request —
response)
Step 14 | During Trip: Check available The driver will be informed on
information within GLOSA App. traffic light forecast in seconds
e.g. track, traffic light forecast, hint for | and will be informed whether the
driving behaviour next traffic light phase will be
reached in time with current
speed or to reduce speed.
Step 15 | Stop trip by pushing the Stop button LCMM finalizes trip and
provides trip summary data
Step 16 | Run with the vehicle to defined Arrive at defined parking slot
parking slots and stop engine
Step 17 | Check trip and available data at Access to trip at LCMM portal
LCCM portal via Laptop, tablet etc.
Step 18 | Compare trip results with driver’s trip Successful trip with LCMM
experience
Step 19 | Check results concerning availability Numbers are available
of numbers for KPlIs:
Speed, acceleration and stillstand
time

Expected
result

5G Connectivity available, Use of LCMM successful, collection of position data, feedback
to driver, result overview at the LCMM portal. Use of GLOSA (App & MEC) for traffic light
forecast during trips successful.

Test Result (including Screenshots, Photos etc.)

Expected results: LCMM yes (see Test Protocol #3), GLOSA partially yes, but revision of
visualization needed

Figure 52 Setup onboard vehicle test #5
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Error Description if test negative

From technical point of view GLOSA run well at TAVF, traffic light forecast and communication
but within stillstand scenario during trips, e.g. waiting for green light at traffic light, the
positioning of the vehicle on the screen was quite irritating. Moving GNSS positions within
stillstand forces App to replace the vehicle on the screen by each second.

But we have recognized communication faults (Mobile Network) preparing the setup and during
arrival and return to the TAVF. Potentially automatic switch between 4G and 5G network on the
devices could be areason for that. This behavior should be investigated and the device setup
should set to ‘5G only’ if possible.

Proposal Solution if test negative

Re-Test with different devices and setups suggested. Within stillstand scenario the vehicle on the
screen should not move permanently, e.g. use of gyro sensor to detect stillstand during trips.
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Test Protocol HH#6

Datum/Date:
Test case type ():
Tested by:

Testszenario:

07.04.2022 #6
Test (technical)

T-Systems

Testcase: Re-Test LCMM & GLOSA

Short description:

Use of LCMM during vehicle trip, collection of position data, feedback to driver, result overview
at the LCMM portal. Use of GLOSA for traffic light forecast during trip.

App./Infrastructure: LCMM APP iOS Version 43.2 and Traffic Light Assistant V1.1 (GLOSA) for

Android
Testcase Manager: Ralf Grigutsch
Prerequisites | Describe needed setup:
LCMM as App and access to LCMM portal
TAVF test field accessible
GLOSA App
GLOSA service at MEC
Necessary e.g. accounts, etc.
test data Access data: Account rg.logi.drv,
Vehicle: rg.logi.jeep with standard car parameter
See Test Protocol #1 - #5
Aktivity Steps
Step Description Expected Result
Name
Step 1 Start iOS & Android device Devices start
Step 2 Check connectivity 5G Connectivity available
Step 3 Start LCMM App Start screen visible
Step 4 Select vehicle RG Logi Jeep selectable
Step 5 Login App with account @ iOS device | Login successful
Step 6 Select Expert Mode for further data
during test trip Expert mode screen available
Step 7 Position device near front windshield
within prepared device holder Fixed device near windshield
Step 8 Connect device with power cable External power accessible
Step 9 Start vehicle engine Vehicle ready for test trip
Step 10 | Push start button at LCMM App Button changes to label ‘Stop’
and collection of position
(GNSS) data starts
Step 11 | Start GLOSA App App visible at Android device
see current position on the road
Step 12 | Start test trip @ collect data Trip on the TAVF
Step 13 | During Trip: Check (if possible) Changes of colour (green,
screen changes, hints and values in yellow, red) available
the LCMM APP Counters for expert mode
provide different numbers on
collected GNSS data,
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communication (request —
response)
Step 14 | During Trip: Check available The driver will be informed on
information within GLOSA App. traffic light forecast in seconds
e.g. track, traffic light forecast, hint for | and will be informed whether the
driving behaviour next traffic light phase will be
reached in time with current
speed or to reduce speed.
Step 15 | Stop trip by pushing the Stop button LCMM finalizes trip and
provides trip summary data
Step 16 | Run with the vehicle to defined Arrive at defined parking slot
parking slots and stop engine
Step 17 | Check trip and available data at Access to trip at LCMM portal
LCCM portal via Laptop, tablet etc.
Step 18 | Compare trip results with driver’s trip Successful trip with LCMM
experience
Step 19 | Check results concerning availability Numbers are available
of numbers for KPlIs:
Speed, acceleration and stillstand
time

Expected
result

5G Connectivity available, Use of LCMM successful, collection of position data, feedback
to driver, result overview at the LCMM portal. Use of GLOSA for traffic light forecast
during trips successful.

Test Result (including Screenshots, Photos etc.)

Expected results: LCMM yes (see Test Protocol #4), GLOSA partially yes, but revision of
visualization needed. After change of devices no other results then test #5. Need to retest in the
next planned test week with additional setups.
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Figure 53 Setup onboard vehicle test #6 (Re test GLOSA)

Trip ID bb9d5907-1735-414a-ac72-a11e02961805

Details Map Speed Profile Attitude Profile Emission Profile Way Profil
Vehicle Group name Start time End time
RG Logi Jeep Loginnov. 07.04.2022, 13:56 07.04.2022,14:12
Route Traffic Driving Behaviour
Duration Distance Speed Fuel Consumption
0:15:33 52 km 20,2 km/h 5,81/100km
C02 Emission Zero fuel distance Standstill time ACC Cycle
0.8kg 853m 0:05:26 1533 %
Aero Cycle Percentage Standstill Cycle Percentage Work Cyle Energy Performance Index (EPI)
87 % 70,1 % 1259 % 3,6 1/100km*t
Acceleration Performance Index (API) AccWork AeroWork Standstill work
5,9 kWh/100km*t 1,6 MJ 0,1MJ 0,1 MJ
RollWork GradeWork
0,1 MJ 04MJ
Cross section area Efficiency Fuel emissions factor Fuel value
2.35m? 30% 2.664 kg/l 35.712MJ/1
Mass Rollfriction coefficient Standstill fuel consumption Moterheating
1600 kg 0.0015 051/

Airconditioning

Start-Stop automatic

Download KML Download CSV

Figure 54 LCMM results test #6 (Re test GLOSA)

109



& 5

Trip ID bb9d5907-1735-414a-ac72-a11e02961805

Distance 5,25 Km

Download KML Download CSV

Figure 55 Trip route test #6 (Re test GLOSA)

Error Description if test negative

From technical point of view GLSOA run well, traffic light forecast, communication but within
stillstand scenario during trips, e.g. waiting for green light at traffic light, the positioning of the
vehicle on the screen was irritating. Moving GNSS positions within stillstand forces App to
replace the vehicle on the screen by each second.

But we have recognized communication faults (Mobile Network) preparing the setup and during
arrival and return to the TAVF. Potentially automatic switch between 4G and 5G network on the

devices could be areason for that. This behavior should be investigated and the device setup
should set o ‘5G only’, if possible.

Proposal Solution if test negative

Re-Test with different devices and setups suggested. Within stillstand scenario the vehicle on the
screen should not move permanently. Use gyro sensor to detect stillstand during trips.
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Test Protocol HH#7

Datum/Date:
Test case type ():

Tested by:

Testszenario:

06.04.2022 #7
Test (technical)

T-Systems

Testcase: Test LCMM @ Skylark

Short description: Use of LCMM @ Skylark device, collection of position data by Skylark (precise
position service), result overview at the LCMM portal.

App./Infrastructure: LCMM @ Skylark on Skylark device and LCMM, LCMM APP iOS Version 43.2

Testcase Manager: Ralf Grigutsch

Prerequisites

Describe needed setup:

LCMM App and LCMM portal

TAVF test field accessible

Skylark device and account

LCMM core application at Skylark device

Necessary
test data

e.g. accounts, etc.
Skylark account

Access data: Account rg.logi.drv,
Vehicle: rg.logi.jeep with standard car parameter and ps skylark test

Vehicle

RG Logi Jeep

rg.logi.drv

Renegade Limited

1600 00015

05

Class 3

Start-Stop automatic

(] Motorheating

Figure 56 Vehicle configuration LCMM App test #7
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Figure 57 Vehicle configuration LCMM @ Skylark test #7

Activity Step Description Expected Result
Name
Step 1 Start iOS device Devices start
Step 2 Check connectivity 5G Connectivity available
Step 3 Start LCMM App Start screen visible
Step 4 Select vehicle RG Logi Jeep selectable
Step 5 Login App with account @ iOS device | Login successful
Step 6 Deploy antenna for skylark device Antenna deployed
near windshield
Step 7 Connect Skylark device with surf stick | Surf stick connected
Step 8 Connect device with power cable Power on
Step 9 Start vehicle engine Vehicle ready
Step 10 | Wait for device to boot and start Vehicle ready for test trip
sending data
Step 11 | Start test trip with Skylark and LCMM | Trip on the TAVF
and collect data
Step 12 | During Trip: Check (if possible) LCMM | Vehicle passenger checks at
Ul LCMM portal collect data and
trip routes
Step 13 | Run with the vehicle to defined Arrive at defined parking slot
parking slots and stop engine
Step 14 | Check trip and available data at Access to trip at LCMM portal
LCCM portal via Laptop, tablet etc.
Step 15 | Check results concerning availability Numbers are available
of numbers for KPlIs:
Speed, acceleration and stillstand
time
Expected See column Use of LCMM @ Skylark device, Collection of position data, result overview at the
result: LCMM portal. Obviously trip routes are ‘equal’. Analysis of accuracy not objective during

technical tests.
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Test Result (including Screenshots, Photos etc.)

Expected results fulfilled: Data available, data quality insufficient

Figure 58 Skylark device onboard test vehicle test

b -

#7

Trip ID 281d233c-346b-483a-8d49-0b59385e2d54

Deails Map

Vehicle
RG Logi Jeep

Route

1. 8.8 & §%¢

Duration
0:53.11

C02 Emission
24kg

Aero Cycle
828%

Acceleration Performance Index (API)
6,2 kWh/100km*t

RollWork
02MJ
Cross section area

2.35m?

Mass
1600 kg

Airconditioning

Speed Profile

Altitude Profile

Group name
Loginnov.

e 9 e 7o 1y

Distance
139 km

Zero fuel distance
2.152m

Percentage Standstill Cycle
623 %

AccWork
45MJ
GradeWork
1,3MJ

Efficiency
30%

Rollfriction coefficient
0.0015

Start-Stop automatic

Figure 59 LCMM results LCMM App test #7

Emission Profile

Download KML

Start time
06.04.2022, 11:23

ke T 7y

Speed
157 km/h

Standstill time
01214

Percentage Work Cyle
1102 %

AeroWork
0.4 MJ

Fuel emissions factor
2664 kg/l

Standstill fuel consumption
0.51/h

Download CSV

End time
06.04.2022,12:20

Fuel Consumption
6,4 1/100km

ACC Cycle
135%

Energy Performance Index (EPI)
41/100km#*t

Standstill work
03MJ

Fuel value
35.712MJ/1

Motorheating
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Trip ID 281d233c-346b-483a-8d49-0b59385e2d54

Details Map Speed Profile Altitude Profile Emission Profile Way Profil

Distance 13,91 Km

Figure 60 LCMM Trip route test #7

Trip ID 4a7e3299-0a2a-49d5-a%0b-f59f41f7ac6d

Details Map Speed Profile Altitude Profile Emission Profile Way Profil
Route Traffic Driving Behaviour
KT WIWW KITWIew L SXRAG XSS

Download KML

Figure 61 LCMM results LCMM @ Skylark test #7

Trip ID 4a7e3299-0a2a-49d5-a90b-f59f41f7ac6d

Details. Map Speed Profile Altitude Profile Emission Profile Way Profil

Distance 23,48 Km

/' Figure 62 LCMM rk tr‘igr* test #7
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Error Description if test negative

Position data by skylark available but positions always deviate from real position and position
collected by LCMM with standard device. Data by Skylark not useable for LCMM analysis or
further analysis.

Proposal Solution if test negative

Unclear why Skylark device data spread over the test area. Assumptions on loss of connectivity,
loss of electric power (Start-Stop of vehicle), configuration error or defects on antenna or device.

Options for needed retest during next test option.

Reset device and/or account

Use different antenna

Replace antenna

Use another device or antenna

Skylark software configuration to be checked
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Test Protocol HH#8

Datum/Date: 07.04.2022 #8
Test case type (): Test (technical)
Tested by: T-Systems

Testszenario:

Testcase: Test LCMM @ Skylark

Short description: Use of LCMM @ Skylark device, collection of position data by Skylark (precise
position service), result overview at the LCMM portal.

App./Infrastructure: LCMM @ Skylark on Skylark device

Testcase Manager: Ralf Grigutsch

Prerequisites | Describe needed setup:

LCMM App and LCMM portal

TAVF test field accessible

Skylark device and account

LCMM core application at Skylark device

Necessary e.g. accounts, etc.

test data Skylark account

Access data: Account rg.logi.drv,

Vehicle: rg.logi.jeep with standard car parameter and ps skylark test

Vehicle

RG Logi Jeep rg.logi.drv
Jeep Renegade Limited
HSH TSt 036

235 SIU. 26664
35712 1600 O,Ul‘:l15.

. Airconditioning
05 Class 3

Start-Stop automatic [ Motorheating

Figure 63 Vehicle configuration LCMM @ Skylark test #8

Activity Step Description Expected Result
Name
Step 1 Start iOS device Devices start
Step 2 Check connectivity 5G Connectivity available
Step 3 Start LCMM App Start screen visible
Step 4 Select vehicle RG Logi Jeep selectable
Step 5 Login App with account @ iOS device | Login successful
Step 6 Deploy antenna for skylark device Antenna deployed
near windshield
Step 7 Connect Skylark device with surf stick | Surf stick connected
Step 8 Connect device with power cable Power on
Step 9 Start vehicle engine Vehicle ready
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Step 10 | Wait for device to boot and start Vehicle ready for test trip
sending data
Step 11 | Start test trip with Skylark and LCMM | Trip on the TAVF
and collect data
Step 12 | During Trip: Check (if possible) LCMM | Vehicle passenger checks at

ul LCMM portal collect data and
trip routes
Step 13 | Run with the vehicle to defined Arrive at defined parking slot
parking slots and stop engine
Step 14 | Check trip and available data at Access to trip at LCMM portal

LCCM portal via Laptop, tablet etc.
Step 15 | Check results concerning availability Numbers are available
of numbers for KPlIs:

Speed, acceleration and stillstand

time
Expected See column Use of LCMM @ Skylark device, Collection of position data, result overview at the
result: LCMM portal. Obviously trip routes are ‘equal’. Analysis of accuracy not objective during

technical tests.

Test Result (including Screenshots, Photos etc.)

Expected results fulfilled: yes

By using different skylark device with the skylark account the test trip was successful by using a
different vehicle. With regards to Test Protocol #7 the skylark device seems to have a defect.

The following trip data with skylark position data have calculated by LCMM.

Figure 64 Vehicle onboard view for Re test Skylark at different vehicle test #8
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Route Traffic Driving Behaviour

L8 & g% g% L 8 QX *p%s KT WWW

Figure 65 LCMM results by LCMM App test #8

Trip ID daf01a67-f12f-4076-9600-f17101022580

Details Map Speed Profile Altitude Profile Emission Profile Way Profil

o

M

Distance 16,04 Km

Figure 66 LCMM @ Skylark trip route test #8

Error Description if test negative

Test successful. It is assumed that the skylark of test #7 has a defect. Within the next planned test
week addition iterations of the test should be performed to verify the assumption.

Proposal Solution if test negative

n.a.
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Test Protocol HH#9

Datum/Date: 07.04.2022 #9
Test case type (): Test (technical)
Tested by: Continental

Testszenario:

Testcase: data collection using Continental IoT device 351940280066111

Short description: Collection of position data, including vehicle speed, acceleration, altitude

App./Infrastructure:

Testcase Manager: Alex Budisan

Prerequisites | Continental 10T device connected to test vehicle
Necessary
test data
Aktivity Steps
Step Description Expected Result
Name
Step 1 Connect IoT device to power source IoT device can be powered on
Step 2 Fix GNSS and GPS antennas near Antennas are in place
windshield
Step 3 Connect IoT device to CAN interface 0T device has inductive
connection to vehicle CAN
interface
Step 4 Turn ignition on 0T device is powered on and
starts connection to cellular
network
Step 5 Start test drive 0T device collects location and
vehicle data
Step 6 Stop test drive and turn ignition off loT device powers off
Expected All data from trip is collected (e.g. GNSS data, fuel consumption)
result

Test Result (including Screenshots, Photos etc.)

Expected result: ok
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Figure 68 Entruck and Conti loT devices installed in same vehicle (antennas also pictured)
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Figure 70 Vehicle speed over test drive (values in m/s)

Error Description if test negative
Test successful

Proposal Solution if test negative
n.a.
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Test Protocol HH#10

Datum/Date: 07.04.2022
Test case type (): Test (technical)
Tested by: Continental

Testszenario:

Testcase: data collection using Continental 10T device 351940280066434

Short description: Collection of position data, including vehicle speed, acceleration, altitude

App./Infrastructure:

Testcase Manager: Alex Budisan

Prerequisites | Continental 10T device connected to test vehicle
Necessary
test data
Aktivity Steps
Step Description Expected Result
Name
Step 1 Connect IoT device to power source IoT device can be powered on
Step 2 Fix GNSS and GPS antennas near Antennas are in place
windshield
Step 3 Connect IoT device to CAN interface 0T device has inductive
connection to vehicle CAN
interface
Step 4 Turn ignition on 0T device is powered on and
starts connection to cellular
network
Step 5 Start test drive 0T device collects location and
vehicle data
Step 6 Stop test drive and turn ignition off loT device powers off
Expected All data from trip is collected (e.g. GNSS data, fuel consumption)
result

Test Result (including Screenshots, Photos etc.)

Expected result: ok
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Figure 72 Entruck and Conti IoT devices installed in same vehicle (antennas also pictured)

123



Eidelstadt_ ="
7

gLurup

Hohe|

Bahrenfeld

Grof} Flottbek:

e
IR

L

Othmarscher
St Pauli

| | Altona-Altstadt

Hoheluft-West

Harvestehude

Alsterdorf

Grof3 Borste! -~ \

Winterhude

Eppendorf

luft-Ost

Uhlenhorst

Rotherbaum

o Hohenfelde

St. Georg

2km okm 10km 11km 1.9

| 24m 3km 4km 5km skm Tem

| Leaflet | Map data from O

Map created athPSVisualiler.:om
org, relief from ESRIArcGIS

Figure 73 Data collected over test drive from devi

16

14

<

ce 351940280066434

AN

SRINT ..

Figure 74 Vehicle speed over test drive (values in m/s)

Error Description if test negative
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Test sucessful

Proposal Solution if test negative

n.a.
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Test Protocol HH#11

Datum/Date:

Test case type ():

Tested by: T-Systems

Testszenario:

24.05.2022 #11

Test (technical)

Testcase: Test LCMM @ Skylark

Short description: Use of LCMM @ Skylark device, collection of position data by Skylark (precise

position service), result overview at the LCMM portal.

Re test with regards to test #7 and test #8, verify assumption one Skylark device has a defect.

App./Infrastructure: LCMM @ Skylark on Skylark device, LCMM APP iOS Version 43.2

Testcase Manager: Ralf Grigutsch

Prerequisites

Describe needed setup:
LCMM App and LCMM

portal

TAVF test field accessible
Skylark device and account

LCMM core application at Skylark device

Necessary
test data

e.g. accounts, etc.
Skylark account

Access data: Account rg.logi.drv,
Vehicle: rg.logi.jeep with standard car parameter and ps skylark test

Vehicle

RG Logi Jeep

Jeep

HSN

235

35712

Start-Stop automatic

Renegade

TSN

1600

Class 3

rg.logi.drv

Limited

036

2664

0,0015

Airconditioning

[ Motorheating

Figure 75 Vehicle configuration LCMM App test #11
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Figure 76 Vehicle configuration LCMM @ Skylark test #11

Activity Step Description Expected Result
Name
Step 1 Start iOS device Devices start
Step 2 Check connectivity 5G Connectivity available
Step 3 Start LCMM App Start screen visible
Step 4 Select vehicle RG Logi Jeep selectable
Step 5 Login App with account @ iOS device | Login successful
Step 6 Deploy antenna for skylark device Antenna deployed
near windshield
Step 7 Connect Skylark device with surf stick | Surf stick connected
Step 8 Connect device with power cable Power on
Step 9 Start vehicle engine Vehicle ready
Step 10 | Wait for device to boot and start Vehicle ready for test trip
sending data
Step 11 | Start test trip with Skylark and LCMM | Trip on the TAVF
and collect data
Step 12 | During Trip: Check (if possible) LCMM | Vehicle passenger checks at
Ul LCMM portal collect data and
trip routes
Step 13 | Run with the vehicle to defined Arrive at defined parking slot
parking slots and stop engine
Step 14 | Check trip and available data at Access to trip at LCMM portal
LCCM portal via Laptop, tablet etc.
Step 15 | Check results concerning availability Numbers are available
of numbers for KPlIs:
Speed, acceleration and stillstand
time
Expected See column Use of LCMM @ Skylark device, Collection of position data, result overview at the
result: LCMM portal. Trip routes are ‘equal’. Analysis of accuracy not objective during technical tests.

Test Result (including Screenshots, Photos etc.)

Expected results: yes
Based on the results and assumption of test #7 and test #8 the developer tests did not confirm a
defect of one Skylark devices (indoor lab tests) but identified a different configuration of the
Skylark devices.
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Important for the configuration and the placement of the Skylark device onboard are the
parameters for device orientation settings and calibration. These configuration needs to be
aligned to the placement within the vehicle and to the vehicle front.

Figure 77 Skylark device alignment test #11

Trip ID 21048b9f-9f49-4b87-98d8-21041793092e

Details Map Speed Profile Altitude Profile Emission Profile Way Profil
Route Traffic Driving Behaviour
L8 8 8%8%¢ L 8 S*8*Ag%¢ L8 §*8%a%¢

Download KML Download CSV

Figure 78 LCMM App results test #11

Trip ID 21048b9f-9f49-4b87-98d8-21041793092e

Details Mag Speed Profile Altitude Profile Emission Profile Way Profil

ute test #11

Figure 79 LCMM
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Trip ID ae14892a-038e-4467-bfch-a8869239chh4

Details Map Speed Profile Altitude Profile Emission Profile Way Profil
Route Traffic Driving Behaviour
LB X R%a%e * KT L8 8 B%8%¢

Download KML Download CSV

Figure 80 LCMM @ Skylark results test #11

Trip ID ae14892a-038e-4467-bfch-a8869239cbb4

Details Mhp Speed Profile Altitude Profile Emission Profile Way Profil

Figure 81 LCMM @ Skylark trip route test #11

Error Description if test negative

Test successful.

Hints for the trials and the use of the Skylark device:

Calibration within the vehicles needed before performing trial execution.

It is suggested to have a calibration trip per day before each trial iteration day.

Proposal Solution if test negative

n.a.
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Test Protocol HH#12

Datum/Date:

Test case type ():

24.05.2022

Test (technical)

Tested by: T-Systems

Testszenario:

Testcase: Test GLOSA Platoon

Short description:
Use of LCMM by running vehicle trip, collection of position data, feedback to driver, result
overview at the LCMM portal. Use of GLOSA platoon for traffic light forecast during trip.

App./Infrastructure: LCMM APP iOS Version 43.2 (1x) and Traffic Light Assistant V1.1 (GLOSA)

for Android (2x)

Testcase Manager: Ralf Grigutsch

Prerequisites

Describe needed setup:
LCMM as App and access to LCMM portal
TAVF test field accessible

GLOSA App
GLOSA service at MEC
Necessary e.g. accounts, etc.
test data Access data: Account rg.logi.drv,
Vehicle: rg.logi.jeep with standard car parameter
See Test Protocol #1 - #4
Aktivity Steps
Step Description Expected Result
Name
Step 1 Start iOS & Android device Devices start
Step 2 Check connectivity 5G Connectivity available
Step 3 Start LCMM App Start screen visible
Step 4 Select vehicle RG Logi Jeep selectable
Step 5 Login App with account @ iOS device | Login successful
Step 6 Select Expert Mode for further data
during test trip Expert mode screen available
Step 7 Position device near front windshield
within prepared device holder Fixed device near windshield
Step 8 Connect device with power cable External power accessible
Step 9 Start vehicle engine Vehicle ready for test trip
Step 10 | Push start button at LCMM App Button changes to label ‘Stop’
and collection of position
(GNSS) data starts
Step 11 | Start GLOSA App Device #1 App visible at Android device
see current position on the road
Step 12 | Start GLOSA App Device #2 App visible at Android device
see current position on the road
Step 13 | Configure Platoon setup at Device #1 | Parameters set
(Platoon mode: true, Platoon ID: 321,
Platoon Index: 1, Vehicle Color: red)
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For the test both devices will be
placed in one vehicle to compare
information during the test. During
trials platoon vehicles will be
equipped each with a device and
each vehicle device will be configured
in the order to the position within the
platoon.
Step 14 | Configure Platoon setup at Device #2 | Parameters set
(Platoon mode: true, Platoon ID: 321,
Platoon Index: 2, Vehicle Color:
green)
Step 15 | Start test trip @ collect data Trip on the TAVF
Step 16 | During Trip: LCMM will only be use to | Changes of colour (green,
collect position data for trip execution. | yellow, red) available
Check (if possible) screen changes,
hints and values in the LCMM APP.
Step 17 | During Trip: Check available The drivers will be informed on
information within GLOSA App. traffic light forecast in seconds
e.g. track, traffic light forecast, hint for | and will be informed whether the
driving behavior next traffic light phase will be
Device #1 (Red): Lead Vehicle reached in time with current
Device #2 (Green): last vehicle of the | speed or to reduce speed.
platoon Data on both devices are equal.
Service uses in platoon mode
always positions of last platoon
vehicle for calculation
estimations.
Step 15 | Stop trip by pushing the Stop button LCMM finalizes trip and
provides trip summary data
Step 16 | Run with the vehicle to defined Arrive at defined parking slot
parking slots and stop engine
Step 17 | Check trip and available data at Access to trip at LCMM portal
LCCM portal via Laptop, tablet etc.
Step 18 | Compare trip results with driver’s trip Successful trip with LCMM
experience
Step 19 | Check results concerning availability Numbers are available
of numbers for KPlIs:
Speed, acceleration and stillstand
time.

Expected
result

5G Connectivity available, Use of LCMM successful, collection of position data, feedback
to driver, result overview at the LCMM portal. Use of GLOSA (App & MEC) for traffic light
forecast during trips successful on all platoon devices..
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Test Result (including Screenshots, Photos etc.)
Expected results: yes

Configure Platoon setup at Device #1 (Left side), (Platoon mode: true, Platoon ID: 321, Platoon Index: 1,
Vehicle Color: red).

Configure Platoon setup at Device #2 Right side, (Platoon mode: true, Platoon ID: 321, Platoon Index: 2,
Vehicle Color: green).

For the test both devices have been placed in one vehicle to compare information during the test. During
trials platoon vehicles will be equipped each with a device and each vehicle device will be configured in
the order to the position within the platoon.

Figure 82 GLOSA platoon configuration test #12
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Figure 83 GLOSA platoon during test #12
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Trip ID ¢819f054-40ab-4c4c-bad3-10a76eb757e3

Details Map Speed Profile Attitude Profile Emission Profile Way Profil

Route Traffic Driving Behaviour

L8 & S*8%1 L8 RXR%a% L8 8 R%8%¢

Download KML Download CSV

Figure 84 LCMM results related to GLOSA platoon during test #12

Trip ID c819f054-40ab-4c4c-bad3-10a76eb757e3

Details Miep Speed Profile Altitude Profile Emission Profile Way Profil

G vp,‘
Sy )Y =
e 7 §

Distance 5,77 Km

Do ad KML Download CSV

Figure 85 LCMM trip route related to GLOSA platoon during test #12

Error Description if test negative

Test successful.

Proposal Solution if test negative

n.a.
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Test Protocol HH#13 and HH#14

Datum/Date:

Test case type ():

24.05.2022

Tested by: T-Systems

Testszenario:

Test (technical)

Testcase: Test 5G Connectivity tool Mobileum

Short description: Use of Mobileum to measure 5G Bandwidth and Latency during vehicle trips at

TAVF

App./Infrastructure: Mobileum

Testcase Manager: Dirk Hetzer

Describe needed setup:
Vehicle equipped with mobileum
TAVF test field accessible

€.g. accounts, etc.

Steps

Step Description Expected Result

Name

Step 1 Deploy antenna Antenna fixed

Step 2 Connect device with antenna Device and antenna connected

Step 3 Connect device with power cable Vehicle ready

Step 4 Start vehicle engine, ensure electric power Engine is running, electric power available
during test

Step 5 Wait for 15 min for boot process of device Mobileum device is operational

Step 6 Start test trip & collect data Trip on the TAVF and collect data

Step 7 During Trip: Check data collection Optional check device is working

Step 8 Stop trip and stop data collection Stop trip

Step 9 Run with the vehicle to defined parking slots | Arrive at defined parking slot
and stop engine

Step 10 | Check trip and available data at Mobileum Access data at Mobileum portal
portal via Laptop, tablet etc.

Test Result (including Screenshots, Photos etc.)

Expected results: yes

Expected data rates in 5G NSA production network up to 620 MBit/s during drive test realized.
Round trip delay (ping) between 17 and 40 ms is based on NSA configuration without MEC

support.

Test results in production network shows high variance according to real production set-up (DSS

2.1 GHz and NR 3.6 GHz coverage)
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o Different network conditions will lead to higher variance during the test drive. Bandwidth and
latency results meets expectation.
e Measurements are done as integration of multiple test replications. Single test procedure runs

over 2 min.
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Figure 87 Mobileum altitude profile test #13/14
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Figure 88 Mobileum trip route test #13/14 Figure 89 Mobileum speed profile test #13/14
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Figure 90 Mobileum speedtest test #13
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15:27 Dienstag 24. Mai see
demo.site-in-cloud.com &

@ AWLU OOKLA SPEEDTEST REPORT [analyze] Edit Schedule  Updateevery Disabled £ 00:00 @

1 @ 90 % [E3)

All » Autonomous WLUs » lech_sales_awlu-01

Period window Previous: 3 hour - Until now Aggregation Interval: ws minute . Show incomplete intervals

AWLU Ookla d Report: Ookla_Speed - 2022-05-24 12:00 to 2022-05-24 15:24 UTC+02:00

| J| JL_JL J| J| J| JL__Jl J| JLJL J|

L * 25 & number of records >= 16 (16 shown)

AWLU Ookla Speedtest Report: Trend - 2022-05-24 12:00 to 2022-05-24 15:24 UTC+02:00
750~
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12:37 Dienstag 24. Mai

demo.site-in-cloud.com &

B AWLU PING REPORT [analyze] Edit Schedule  Updateevery Disabled < 00:00

<

9 7 98 % @

All » Autonomous WLUs » tech_sales_awlu-01

Period window Previous: 6 hour Until now Aggregation Interval: |s minute . Show incomplete intervals

AWLU Ping Report: Ping_ps - 2022-05-24 06:00 to 2022-05-24 12:28 UTC+02:00

Testcaseld ¢  Timestamp ¢  Verdict ®a_NetworkTy... #a_NR_R... $a_NR_R... a_NR_SI... #a_NR_... cRoundTnpDelay? PingPacketLossPercent ¢

C ) JC ] )( J( J( J( J( )(
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12:37 Dienstag 24. Mai ese
demo.site-in-cloud.com &

B AWLU PING REPORT [analyze] Edit Schedule  Updateevery Disabled < 00:00

9 7 98 % @

All » Autonomous WLUs » tech_sales_awlu-01

Period window Previous: 6 hour - Until now Aggregation Interval: |s minute . Show incomplete intervals

AWLU Ping Report: Ping_ps - 2022-05-24 06:00 to 2022-05-24 12:28 UTC+02:00

‘Testcaseld ¢  Timestamp ® Verdict ?a_NelwcrkTy... 2a_ NR_R.. ®a_NR_R.. ®a_NR SI.. ®a_NR_... “RoundTnpDelay? PingPacketLossPercent ¢

1 \ )Ll J( J( )( I J( )

e« =+ 25 & number of records >= 20 (20 shown)
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12:36 Dienstag 24. Mai oo 7 % 99 % mm
demo.site-in-cloud.com &

o
@ AWLU OOKLA SPEEDTEST REPORT [analyze] Edit Schedule  Update every Disabled & 00:00 & Ooae

All » Autonomous WLUs » lech_sales_awlu-01

Period window Previous: 3 hour - Until now Aggregation Interval: ws minute . Show incomplete intervals

AWLU Ookla d Report: Ookla_Speed - 2022-05-24 09:00 to 2022-05-24 12:28 UTC+02:00 &

%a_NR_.. ®DL Rate Mb/s ? UL Rate Mb/s ¢ Late... ®Location ® Host & Sponsor

J( )L Ll J(

lestcaseld #  Timestamp # \.'er<1i<1_=_a NetworkTy... #a_NR_R.. #a_NR_R... #a_NR_SI.

J( L[ J( J( )L

I+ * g 25 € number of records >= 24 (24 shown)

AWLU Ookla Speedtest Report: Trend - 2022-05-24 09:00 to 2022-05-24 12:28 UTC+02:00 B
750 plete Interval 2

6232 6154
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16:58 Montag 23. Mai

[ <

DHetzer

AXNe

AA demo.site-in-cloud.com &

REPORTS New v Edit Schedule Analyze

All » Autonomous WLUs » tech_sales_awlu-01 » AWLU Ookla Speedtest .

peedtest Report

B> awLu oof
P awLu ping Report

[iF @ Autonomous WLUs fi5® tech_sales_awlu-01

wiu-01 & AWLU Ookla Speedtest Report

| »  Autonomous Wi

REPORT REPORT STATUS A

Reportld * ReportDefinition ¢ Status ¢  Statusinfo ¢ End ¢ Creation ¢

B Recreate and Resend Report

B show Report /# Edit Report

Page 1/0f1 10 © records1to1 of 1 are shown

2 4 @ 96 % 43
M+

og
0o

& ookia_Speedtest

M‘ Trend

Scheduled ¢ CreationDur,.. ¢ DetailsTable ¢
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see

16:58 Montag 23. Mai

[ <

AA demo.site-in-cloud.com &

REPORTS nNew v Edit Schedule Analyze

All » Autonomous WLUs » tech_sales_awlu-01 » AWLU Ookla Speedtest .

[iF @ Autonomous WLUs fi5® tech_sales_awlu-01

FAVORITES

/# Edit Report

B Recreate and Resend Report

B show Report

Page 1/0f1 10 © records1to1 of 1 are shown

DHetzer

&N @

REPORT REPORT STATUS Al » Autonomous WLUs e tech sales awlu-01 » AWLU Ookla S
Reportld ¥  ReportDefinition ® Status ¢  Statusinfo ¢ Start ¢ End ¢

[ AviLU Ookla Speedtest Report
P awLu ping Report

Creation ¢ Scheduled ¢

& ookia_Speedtest

M‘ Trend

CreationDu

4 @ 96 % 41|

M+

og
0o

s
=]c]vim]=|

s DetailsTable ¢

Error Description if test negative

Tests successful.

Proposal Solution if test negative

n.a.
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Testprotocol HH#15

Datum/Date: 07.04.2022

Test case type (): Test (technical, pre-test)
Tested by: tec4U

Testszenario:

Testcase: Pre-test Entruck 5G

Short description:

Use of Entruck during vehicle trip, collection of position data, overview of results on Entruck
Online.

App./Infrastructure: Entruck onboard Unit 6.277 ENT62018 + Skylark Evaluation Platform
Testcase Manager: Johannes Chatzis

Prerequisites [ ¢ Access to CAN Bus of test vehicle

e 5G online connection of Entruck OBU

e Connection Entruck OBU - Skylark device

e Vehicle registered on Entruck Online

Necessary N1 Vehicle — Peugeot Partner PG L3, 2021my

test data
Vehicle “ o Telekom.de = 14:32 17 %
;uunz tecdl o o
Filtes
Chatzis, Johannes (711) Peugeot
ho 10 ¢
PG Expert L3 - Passenger car
Fleet Vehicle Status
56 ent_292 w=
Technical information “
56 ent.277 "=
Apolio India "=
2,01 Diesel Blue HDI 120 — —
Ap ndia w=
1,738 kg 2 328
Satellit
531 em 220 em 194 em Fat
701 0l ‘\,733.){9 o =
Aktivity Steps
Step Description Expected Result
Name
Step 1 Start Vehicle Engine on
Step 2 Check Test LED for CAN Connection | Flashing / 1s green
Step 3 Check status of vehicle in Entruck Vehicle status is online
Online
Step 4 Check status LED Entruck OBU green
Step 5 Run vehicle on defined TAVF Start test on TAVF
sequence
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Step 6 Run with the vehicle to defined
parking slots and stop engine Arrive at defined parking slot
Step 7 Check trip and available data on
Entruck Online via Laptop, tablet etc Access to trip on Entruck Online
Step 8 Compare trip results with driver’s trip Successful trip with LCMM
experience
Step 9 Check results concerning availability Figures are available
of numbers for KPlIs:

Speed, acceleration and stillstand

time
Expected 5G Connectivity available, connectivity with Entruck online, connectivity with CAN Bus
result available, collection of position data, telemetry data of vehicle, result overview on

Entruck online.

Test Result (including Screenshots, Photos etc.)

Expected results: vehicle is online, position and fuel consumption are available in Entruck online.
Position is given by Skylark.

Skylark position not yet sufficient with accuracy > 1m

gure 93 Entruck OBU on test vehicle #1 (connectivity)

147



V0420185655 - Swift Camashe va 14
\ BoAten  Maselne  Otservelions  Sabings  Updete  Advarsed.
by Pt

Tracking C/NO

&kl
AR

i
!

i ‘ ‘;‘
I

i

Showlegend (3 OPSLICA €3 BOS20NE € GALEVONC ©
OPSL50 &  BOSIONGQ AL LB G
W Legleveither WA @

¥ Conseleloy JsOMlog [Vsers]chat

Figure 94 Entruck Swift test #1

L] =)
B :
ZMhle Messehallen
v “\
< N
q N ?
him ) . ro*
FeldstraBBe > &
e i . <
(Heﬂngengemfeld) -. QO
Ce
|
Millerntor
Stodio 313
s Lostodion B
RO D
$g
! o
!"?4 .
?5; 3
% (= S
[ ' ;[. e-:v.
$ g_ o
B4 % i
% 3
=)
(V
; —— 3
| — o
W
srstralde St. Pau Alter S:mn..,g;'
ing 1 o1
peeperbah® \\ - etiStd G
v 2 g
- e~ j MiStac
Alter Elbpark ) == -
¢ "o Tas <
3 L

Kastanienaliee
~ A

~
e 7 N
Figure 95 Entruck Trip route test #1

o

148



Vehicle Telemetry

=== RPM (x100) =====GasPedal e===Speed Tachograph

Figure 96 Entruck Engine data test #1

Error Description if test negative

No error but need of calibration

Proposal Solution if test negative

Calibration of Skylark device.
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Testprotocol HH#16
Datum/Date: 07.04.2022
Test case type (): Test (technical, pre-test)

Tested by: tec4U

Testszenario:
Testcase: Pre-test Entruck 5G
Short description:
Use of Entruck during vehicle trip, collection of position data, overview of results on Entruck
Online.
App./Infrastructure: Entruck onboard Unit 6.277_ENT62018 + Skylark Evaluation Platform
Testcase Manager: Johannes Chatzis
Prerequisites [ ¢ Access to CAN Bus of test vehicle
e 5G online connection of Entruck OBU
e Connection Entruck OBU - Skylark device
e Vehicle registered on Entruck Online
Necessary N1 Vehicle — Peugeot Partner PG L3, 2021my
test data
10002 tecdl
Chatzis, Johannes (711) Peugeaot
PG Expert L3 — Passenger car s
Technical information “ Fleet ~  Vehicle Status
56 ent_292 "=
5G ent_277 [N
2.0l Diesel Blue HDI 120 —-_ -
Apolio India Apolio_334 "=
1,738 kg 2 328 Apcloindie.  Apolo:32S: W
e Karte Satellit
531 em 220 em 194 ¢m f!
701 0l 1,738 kg “_::2 e : Kasnstin
Aktivity Steps
Step Description Expected Result
Name
Step 1 Start Vehicle Engine on
Step 2 Check Test LED for CAN Connection | Flashing / 1s green
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Step 3 Check status of vehicle in Entruck Vehicle status is online
Online

Step 4 Check status LED Entruck OBU green

Step 5 Run vehicle on defined TAVF Start test on TAVF
sequence

Step 6 Run with the vehicle to defined
parking slots and stop engine Arrive at defined parking slot

Step 7 Check trip and available data on
Entruck Online via Laptop, tablet etc Access to trip on Entruck Online

Step 8 Compare trip results with driver’s trip Successful trip with LCMM
experience

Step 9 Check results concerning availability Figures are available

of numbers for KPIs:
Speed, acceleration and stillstand
time

Expected
result

5G Connectivity available, connectivity with Entruck online, connectivity with CAN Bus
available, collection of position data, telemetry data of vehicle, result overview on
Entruck online.

Test Result (including Screenshots, Photos etc.)

Expected results: vehicle is online, position and fuel consumption are available in Entruck online.
Position is given by Skylark.

Skylark position sufficient with accuracy > 0,5m

1K

Figure 97 Entruck OBU on test vehicle
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Figure 100 Entruck Engine data drive #2

GPS and Vehicle Speed
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Figure 101 Entruck — Vehicle, Tacho and GPSD Speed drive #2

Error Description if test negative

TEST OK

Proposal Solution if test negative

TEST OK

373
385
397
408
421
433
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LL Koper

Testprotocol Koper#l

Datum/Date: Oct 2022, Jan 2022

Test case type ():

Tested by: ININ, LK

Test scenario:

Pre-test, Trial

Testcase: UC1-S1-1 (STORYBOARD #1)

Short description: Initial 5G 10T System Deployment Automation (collector, reference)

App./Infrastructure: laaS in Luka Koper

Testcase Manager: Jurij Mirnik, Luka Korsic

Prerequisites

- Kubernetes cluster deployed in laaS in Luka Koper
- Opensource MANO (rel. 10) deployed in laaS in Luka Koper

Necessary - NA
test data
Activity Steps
Step Description Expected Result
Name
Step1l | Onboard VNF and NS VNF and NS descriptors
descriptors in OSM10 are successfully onboarded.
Step 2 | Provision and deploy rMON rMON Collector and
Collector and Reference server Reference server
components via OSM 10. components are successfully
deployed.
Step 3 | Provision and deploy Test Agent | Test Agent component is
component via OSM 10. successfully deployed.
Step4 | Check if all required containers | All containers are running.
are running.
Step5 | Verify the deployment time. Deployment time should be
less than 5 min.
Step 6 | Increase compute resources for | Scaling time should be less
rMON Collector component. than 30 sec.
Step 7 | Run measurements from 5G UE | rMON backend services are

with 5G Test Agent for the
duration 1 day

reachable from the 5G Test
agent.
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Expected
result

rMON backend components (i.e. rMON Collector server and rMON Reference
server) are successfully deployed on Luka Koper laasS via provisioning from

OSM10.

K-KPI1: Components Onboarding and Configuration (Backend)
K-KPI12: Deployment Time (Backend)

K-KPI3: Time to Scale (Backend)

K-KPI4: Service Availability (Backend)

K-KPI15: Components Onboarding and Configuration (Agent)
K-KPI16: Deployment Time (Agent)

Test Result (including Screenshots, Photos etc.)

Expected result: yes

Deployed components (step 1- step 4) — expected results (Kubernetes Dashboard Ul):

Backend

Deployments

HENEE

N
H
!
i

o it e e e e 44T

s colech s pedtnglate Adsh TS5 P2 ettt 15 Sumrirg n [——

0 o et o< e el ORISR

P el P SSSAABHACS  Amn defau w30 o

Figure 103: Screenshot — successfully deployed testing agents related to 5G loT System.
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Deployment and scaling time (step 5, step 6) — expected results (kubectl CLI):

:~$ kubectl get po collector-db-deployment-54cdb99b9c-hr8t7 -o json | jg -r '.status.conditions'

Figure 104: Screenshot — checking deployment and scaling time (expected output).
Service availability (step 7) — expected results (rMON Collector Ul):

5G UE connected to Private 5G Mobile System

as  aded5 v hash  ade45fd62cbe3cc689aeb02dbb2560658717158d configid 354 B8 MN (D MNDetailed [ MNMap [3 Sourcelogs

Last result Battery ... Last RTT Last DNS Response Time Radio KPIg

pred 2 minutama N/A

Config Name 7 Config Id

ININ gqMON LOCAL 5G CORE - 5G X
LOGINNOV Radio KPIs - Last24hst 24 hour

Client V... T Operator PLMN

5.0.77-ibase

Figure 105: Example of measurement results (multiple parameters) proving UE is successfully connected to the 5G system.

36098

Service Availability:

Figure 106: Service availability measurement.

Error Description if test negative
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Proposal Solution if test negative
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Testprotocol Koper#2

Datum/Date: Apr 2022, Jan 2023

Test case type ():
Tested by: ININ

Test scenario:

Pre-test, Trial

Testcase: UC1-S2-1 (STORYBOARD #2)

Short description: Initial Private 5G System Deployment Automation

App./Infrastructure: Portable laaS (ININ)

Testcase Manager: Janez Sterle, Luka Korsic, Rudolf Susnik

Prerequisites - Kubernetes cluster deployed in portable laaS
- Opensource MANO (rel. 10) deployed in laaS in Luka Koper
Necessary - NA
test data
Activity Steps
Step Description Expected Result
Name
Step1l | Onboard VNF and NS VNF and NS descriptors
descriptors in OSM10 are successfully onboarded.
Step 2 | Provision and deploy Privat 5G | 5G Mobile System
Mobile System components via components are successfully
OSM 10. deployed.
Step 3 | Provision and deploy Test Agent | Test Agent component is
component via OSM 10. successfully deployed.
Step 4 | Check if all required containers | All containers are running.
are running.
Step 5 | Verify the deployment time. Deployment time should be
less than 5 min.
Step 6 | Increase compute resources for | Scaling time should be less
5G CN component. than 30 sec.
Step 7 | Connect to Private 5G System 5G UE successfully
with the 5G UE. registers to Private 5G
Mobile System.
Step 8 | Reconfigure TDD profile on the | Slice configuration
Private 5G System slice. parameters are
reconfigured.
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Expected Private 5G System components (i.e. CN and gNB) are successfully deployed on
result portable 1aaS via provisioning from OSM10.

K-KPI17: Components Onboarding and Configuration (Backend)
K-KPI8: Deployment Time (Backend)

K-KPI19: Time to Scale (Backend)

K-KPI110: Service Availability (Backend)

K-KPI11: Slice Reconfiguration (Backend)

Test Result (including Screenshots, Photos etc.)
Expected result: yes
Deployed components (step 1- step 4) — expected results (Kubernetes Dashboard Ul):

Private 5G Mobile System

Deployments

-

.........

S S ———— R [ N _ Il
BT e s oSS s g ' i ol
ww b gt T e [ o ] [
Figure 107: Screenshot — successfully deployed Private 5G System.
Agent
MMMMMMMMMMMMMMMMMMMMMMMMM | w=a R

Figure 108: Screenshot — successfully deployed testing agents related to Private 5G System.

Deployment and scaling time (step 5, step 6) — expected results (kubectl CLI):
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$ sudo kubectl get po sdr-lteenb-deployment-5f57b98774-bgrrk -n lte-sdr -o json | jq -r '.status.conditions'

Figure 109: Screenshot — checking deployment and scaling time (expected output).
Service availability (step 7) — expected results:

5G UEs connected to Private 5G Mobile System (5G Management Ul)

URL Server W Export of -] Lv Refresh
N o ;\/ D x IMSI IMEISV M-TMSI Registered
001010000027990 8642840402022000 0x6d60dacd true
2 %agb @7 O
. 001010000027995 3558903401427207 0xc976bd25 true

330 @70

Figure 110: Screenshot showing 5G UEs are successfully connected to the Private 5G System.

Service Availability (rMON Collector Ul)

Figure 111: Screenshot — checking deployment and scaling time (expected output).

Slice reconfiguration (step 8) — expected results (Kubernetes Dashboard Ul):
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Metadata
Name Namespace Created Age
sdr-lteenb-configmap Ite-sdr Jun.13,2022

Annotations
kubectl.kubernetes.io/last-applied-configuration

uiD

ae6825af-7707-4a5¢c-8b51-fd53b54ddfe8

"AMF_ADDR": "127.0.1.100",
"ARFCN": "632628",
"BAND": "78",

"COM_ADDRESS_ENB": "0.0.0.0:9001",

"ENB_CUSTOM_CONFIG_PATH": "/home/qgoe/5g-system-elements-docker/01lb-stage-docker-rrh/test config/enb.test.cfg",

1
2
5
4
5 "BW_MHZ": "50",
6
7
8

"ENB_SCREEN_ LOG_DESTINATION": "stdout",
9 "ENB_USE_CUSTOM_CONFIG": "false",
10 "GTP_ADDRESS ENB": "127.0.1.1",
11 "GTP_PAYLOAD_ MTU_ENB": "1320",
12 "LICENSE_SERVER ADDRESS": "192.168.202.40",
13 "LOG_FILE_MAX SIZE": "1G",
14 "LOG_MAX NUBMER OF FILES": "10",
15 "PLMN": 0
16
17 »
18 }
Figure 112: Slice reconfiguration in Private 5G System (SA) - initial status, i.e., before reconfiguration is triggered.
Metadata
Name Namespace Created Age uiD

sdr-lteenb-configmap lte-sdr

Annotations

kubectl kubernetes.io/last-applied-configuration

ae6825af-7707-4a5¢c-8b51-fd53b54ddfe8

"ENB_CUSTOM_CONFIG_PATH": "/home/goe/5g-system-elements-docker/0lb-stage-docker-rrh/test_config/enb.test.cfg”,

Data

=K

2 "AMF_ADDR": "127.0.1.100",

3 "ARFCN": "632628",

4 "BAND": "78",

5 "BW_MHZ": "50",

6 "COM_ADDRESS_ENB": "0.0.0.0:9001",

7

8 "ENB_SCREEN_LOG_DESTINATION": "stdout",

9 "ENB_USE_CUSTOM_CONFIG": "false",

10 "GTP_ADDRESS_ENB": "127.0.1.1",

11 "GTP_PAYLOAD_MTU_ENB": "1320",

12 "LICENSE_SERVER_ADDRESS": "192.168.202.40",
13 "LOG_FILE MAX SIZE": "1G",

14 "LOG_MAX_NUBMER_OF_FILES": "10",

15 - z i

16 TDD profile is changed
17

18 }

Figure 113: Slice reconfiguration in Private 5G System (SA) - after the successful reconfiguration (TDD profile has changed).

Error Description if test negative

Proposal Solution if test negative
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Testprotocol Koper#3
Datum/Date: Feb 2022
Test case type ():

Tested by: ININ, LK

Pre-test

Test scenario:

Testcase: UC1-S3-1 (STORYBOARD #3)

Short description: Initial 5G Drive test (n7 5G NR, Macro CN)

App./Infrastructure: 5G Network, gNb with n7 band, NSA assured macro EPC, gMON
system, gMON agents, qMON reference server, Macro laaS

Testcase Manager: Jurij Mirnik, Janez Sterle, Luka Korsic, Rudolf Susnik

Prerequisites - Operational 5G NSA network with deployed n7 gNb and NSA assured
macro EPC.
- Operational gMON System with prepared WO (Work Orders) on gMON
management.
- Operational gMON Reference Server in macro laas.
- Deployed gqMON Agents in the test vehicle.
Necessary - NA
test data
Activity Steps
Step Description Expected Result
Name
Step1l | Start prepared gqMON Agent gMON Agent application is
deployed in a vehicle. running.
Step 2 | Check if gMON Agent is gMON Agent status is
connected to the gMON green.
Management.
Step 3 | Apply correct WO (e.g. drive gMON Agent status
test methodology) to the gMON | indicate usage of applied
Agent. WO.
Step 4 | Check if log files with test results | Log files are received on the
were received on qMON gMON Collector storage
Collector. server.
Step5 | Check if test results are visible in | KPI results with expected
gMON Analytics. values are visible on the
gMON Analytics.
Step 6 | Proceed with the drive test using | Driving with the vehicle in
selected route/area in the port. the selected LL area.
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Step 7 | Stop the gMON Agent. gMON Agent application is
not running.

Step 8 | Verify test results in the gMON | KPI results with expected
Analytics. values are visible on the
gMON Analytics.

Expected As part of a 5G drive test the following KPIs were collected:

result K-KPI 13: Availability

K-KPI 14: Bandwidth

K-KPI 17: End-to-End Latency

K-KPI 18: Reliability

Other 5G related KPI such as (RSRP, RSRQ, SINR, TX Power etc)

Test Result (including Screenshots, Photos etc.)

Expected result: yes

gMON Agent status on the Android app (step 1) — expected results (Ul):

20:07 =& = * N QX . 88%M 20:07 = & = o N QT 88%m

Iernet n Tems c9f45 u

C 13 09D0400s8a4s5¢e a a c9 b2 ar
RUN[ping][4] MOBITEL IDLE MOBITEL
Radio Service mode [LTE] / [29341] Radio Service mode [LTE] 7/ [29341]
EARFCN L ID PCI
129075403 410
= TX POWER [dBm]
22 10 22

LTE CA STATUS [ADDED]
# 51 band[3] BW[20MHz] RxCh[1657] PCI[110]
RSRP_dBm([-105] RSRQ_dB[-131 SINR_dB[]
# S2 band[7] BW[15MHz] RxCh[3023] PCI[107]
RSRP_dBm[-116] RSRQ_dB[-9] SINR_dB[]

A S \DDED]
# S1_band[3] BN[20MHz] RxCh[1657] PCI[110]
RSRP_dBm[-109] RSRQ_dB[-14] SINR dB[]

# S2 band[7] BW[15MHz] RxCh[3023] PCI[107]
RSRP_dBm[-118] RSRQ_dB[-9] SINR_dB[]

LOCATION
gps [13.59:45.89:80.59:0,00]
Miren 237, 5291 Miren, Slovenia

STATISTICS
Work order [300] Cycles [4]
Running Cycle start [2022-06-21 20:07:02]
Last finished Cycle duration [5s]

STATISTICS
Work order [300] Cycles [3]
Running Cycle start [2022-06-21 20:07:02]
Last finished Cycle duration [6s]

Shortest [5s] Avg [5.7s] Longest [6s] Shortest [55] Avg [5.5s] Longest [6s]

1l @] < 11l @] <

Figure 114: Screenshots showing gMON agent status (qMON agent is an Android application installed on the mobile device, i.e.,
smart-phone, used for the drive test).
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gMON Agent status indicated on the gMON management (step 2 & 3) — expected results
(un:

QMON Agent Management B Agents~ [ Work Orders~ | .l My real-time dashboard & Logout

Manage agents

Home / N e agents
No category filter ~ | Detailed view | Matrix view | Map view
Id Last seen Unigue ID (GUID) Alias Name Description Category Current work order Settings
276 5eb1f492686c93b6450c PAP-5ebif TM Drive USIM [47] QMON Drive Agent  [323] A1 MOBILE DRIVE RQT Ping DNS-A1 # Edit
282 8b9ddaad69983e6d4dn PAP- Telekom Drive USIM [47] QMON Drive Agent  [344] 5G-LOGINNOV MOBILE DRIVE RQT DQT # Edit
8bgdd
C Round robin [344,325,349]
201 e0160035(715ffBa586a1! PAP- A1 Drive USIM [47] QMON Drive Agent  [325] MOBILE ININ 5G TEST S$20 LOGINNOV # Edit
20160
G Ruund robin [344 325, 349]
——— - [——
| 744 latoa8554a75290115257 PORT_KP  S205G, TS SIM +38651698433 [48] gMON Stationary I [325] MOBILE ININ 5G TEST S20 LOGINNOV 1 # Edit
| Agent 1

| I G Round robin [325,327]

[ S ey

Figure 115: gMON agent status as presented in gMON management dashboard (green means the agent is active).

Log files on gMON Collector (step 4) — expected results (Ul):

Index of /upload_log/4f288554a752901f5257f03b33e218aa8 Android

, Parent Directory. -
% Log_4f288554a752001£5257f03b33e218aa8 Android 2022-06-21 21-23-38 txt 2022-06-21 21:27 173K
Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 21-17-54.txt 2022-06-21 21:23 221K
@ Log_4f288554a752901f525 33e21 Android 2022-06-21 21-03-40.txt 2022-06-21 21:07 173K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-57-55.txt 2022-06-21 21:03 228K
Log_4f288554a752901f5257 21 Android 2022-06-21 20-43-37.txt 2022-06-21 20:47 171K
Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 20-37-51.txt 2022-06-21 20:43 206K
Log_4f2 4a752901£525703b33e218aa8 Android 2022-06-21 20-23-36.txt 2022-06-21 20:27 174K
Log_4f288554a75290115257f03b33e218aa8 Android 2022-06-21 20-17-48 txt 2022-06-21 20:23 207K
Log_4f2. 4a752901f5257f03b33e218aa8Android 2022-06-21 20-03-34 txt 2022-06-21 20:07 139K
Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 19-55-05.txt 2022-06-21 20:03 126K

2022-06-21 3 = INFO = =mmmmmmemee CUSTOM PLUGIN MEASUREMENT=--=m=mmmmmmmm
2022-06-21 3 - INFO - Custom Plugin Measurement not enabled.

2022-06-21 3 - INFO - VOICE

2022-06-21 3 - INFO - Voice Measurement not enabled.

2022-06-21 3 - INFO - —————-————————————-SMS MEASUREMENT ————o-ooomeeee
2022-06-21 3 - INFO - Sms Measurement not enabled.

2022-06-21 3 - INFO - TCPDUM!

2022-06-21 3 - INFO - TCPDUMP is not alive.

2022-06-21 21:27:33 - INFO - (M TART:

<root>

<Id agent_id_numeric="744" created_on="Tue 21 Jun 2022 21:27:33 GMT (Greenwich Mean Time)" revision="25" configuration_name="MOBILE ININ 5G TEST 520 LOGINNOV"
configuration_desc="MOBILE APP STATIONARY TEST" category id="48" category_name="gMON Stationary Agent’ agent_descripton="+38651698433" agent_info_technology="LTE"/>
<Global_data aliasHash="PORT_KP" apn="internet" client_version="InIn Mobile 2022 @ 2.0.1-dev" config_id="325" cycle_i. 1655846618374000"
hash="4£288554a752901£5257£03b33e21BaalAndroid” mobile mode="1" os_name="Android” os_version="11" wo_duration="234" modem temperature="51" cpu_temperature='"43"
battery temperature="41" battery leve. .0" battery statu:
<Measurement client_ip="178.58.54.102" client_ipv4_for_geoloc="178.58.54.102" target_ip="89.143,198.178" packet_size_bytes=" interval_between_icmp_packets_ms="100"
timestamp="2022-06-21 21:26:37" ip_version="4" type="ping_test” first_hop_rtt_ms="-1" traceroute="#;%;213.229.192. 2019;*;*;*;*;‘;\»,—*;r;l;n*;«” traceroute_duration="42.154"
client_start_gps_latitude="45.549640020213275" client_start_gps_ longituda—”lfi 735982276002291" client_start_gps_altitude="45.728174883622714"
client_start_gps_speed_over_ground_knots="0.0" client start_gps_timestamp="1655846796018" client_start_gps_num_sats="12" client_stop gps_latitude="45,549640020213275"
client_stop_gps_longitude="13.735982276002291" client_stop_gps_altitude="45.728174883622714" client_stop_gps_speed_over_ground_knots="0.0" client_stop_gps_timestamp="1655846797025"
client_stop_gps_num_sats="12" radio_access_type_start="LTE" radio_cell_id_start="155597002" radio_tac_start="42" radio_rsrq_db_start="-11" radio_rsrp_dbm_start="-110"
xadio_ne:_nperatﬂr_start-'MOBITRL" radio_operats de_start="29341" radio_lte rx_channel_start="6201" radic_lt x_channel_start="24201" radi
radio lte pci start="139" radio_rssi dbm start= radio_emm connection start="CONNECTED" radic sinr db start="8" radio tx power dbm start » 1te bw_mhz_: "10"
radio lte ca state start="ADDED" radio_lte dl mcs_l start="2" radio lte dl mcs 2 start="0" radio lte ul mcs 1 start="6" radio lte rb dl star radio lte rb ul start="3"
radio_lte_max_rb_dl_start="50" radio_lte_max_rb_ul_: start="40" radio_lte_sc_num_start="1" radio_lte_scell band start="B7" radio_lte_scell bw _mhz_start="15"
radio_lte_scell_rx_channel_start="3023" radio_lte_pce_rxm RSRP_dbm start="-102" radio_access_type_stop="LTE" radio_cell_id_stop="155597002" radio_tac_stop="d2"
radio_rsrq_db_stop="-11" radio_rsrp dbm stop="-110" radio_net_operator_stop="MOBITEL" radio_operator code_stop="29341" radio_lte_rx_channel_stop="6201"
radio_lte_tx channel stop="24201" radic_lte band_stop="B20" radio_lte pci_stop="139" radio rssi_dbm stop="-86" radio_emm connection stop='CONNECTED' radio_sinr_db _stop="8"
radic tx power_dbm_ s radio lte ) bw_mhz stop="10" radic_lte ca state stop="ADDED" radio lte dl mcs_1_stop="2" radio lte dl mcs top="0" radic lte ul mcs_1_stop=
radio_lte rb_dl stop= lte_rb ul stop: radio_lte max rb dl stop="50" radio lte max rb ul stoj 40" radio_lte sc_num stoj radio_lte scell band stup—"H'l
radio_lte_scell bw_mhz_stop=" ‘15" radio_lte scell rx channel _stop="3023" radio_lte_pcc_rxm_RSRP_dbm_stop: 102">
<rtt_ms status='"Success” status_code="0" sequence_number="1">42.6</rtt_ms>
<rtt_ms status="Success" status coda-'ﬁ" sequence_number="2">14.5</rtt_ms>
<rtt _ms status="Success" sequence number="3">30.B</rtt_ms>
<rtt _ms status="Success" sequence_number="4">29.B</rtt_ms>
<rtt _ms status="Success" status code="0" sequence number="5">29.9</rtt_ms>
</Measurement>

Figure 116: List of log files (measurement results) uploaded by gMON Agent to gMON Collector.

164



& sa

gMON analytics (step 5) — expected results (Ul):

EEMN O MNDmmied (] MNMsp

60.0

Name Config Id

MOBILE W50 TEST520 OGOV [ |

Figure 117: Graphical representation of results (qMON Analytics tool).
Step 6: driving across selected area in the LL Koper.
gMON Agent status on the Android app (step 7) — expected results (Ul):

20:06 = & & X Q1% . 88%M

emet
NSTITUTE c9f45
c9f45455182d909b040d28a425effb241Android

https://mndev.iinstitute.eu

NET OPERATOR: MOBITEL
Config-id: 300 Access Type: LTE
Enabled measurements: New Radio: available
- PING Cell ID: 129075403
- DNS TAC: 43
RSRP_dBm: -94
RSRQ dB: -12
Band: B20
RX channel: 6201
TX channel: 24201
PCI: 410
LOCATION: gps

Cycles started: 3

Last start: 2022-06-21 20:06:10
Last duration: 6s

Average duration: 5s

Last ping time: 2022-06-21 18:06:11
Last ping average: 41.269 ms
Average ping: 41.269 ms
50 ms
41.269 ms
40 ms
30 ms

20 ms

] @] <

Figure 118: gMON Agent status while performing measurements.
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gMON Analytics (step 8) — expected results (Ul):

Figure 119: gMON Analytics tool showing drive test route.
Error Description if test negative

Proposal Solution if test negative
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Testprotocol Koper#4

Datum/Date: Oct 2022, Feb 2023

Test case type ():

Tested by: ININ, LK

Test scenario:

Trial

Testcase: UC1-S3-2 (STORYBOARD_#3)

Short description: 5G Drive test (n7 and n78 5G NR, Local CN)

App./Infrastructure: 5G Network, gNb with n7 band and n78, NSA assured local EPC,
gMON system, gMON agents, gMON reference server, Mobile laaS

Testcase Manager: Jurij Mirnik, Janez Sterle, Luka Korsic, Rudolf Susnik

Prerequisites

- Operational 5G NSA network with deployed n7 and n79 gNb and NSA
assured local EPC deployed on Mobile/MEC laaS.

- Operational gMON System with prepared WO (Work Orders) on gMON
management.

- Operational gMON Reference Server in local laaS.

- Deployed gqMON Agents in the test vehicle.

Necessary - NA
test data
Activity Steps
Step Description Expected Result
Name
Step1l | Start prepared gqMON Agent gMON Agent application is
deployed in a vehicle. running.
Step 2 | Check if gMON Agent is gMON Agent status is
connected to the gMON green.
Management.
Step 3 | Apply correct WO (e.g. drive gMON Agent status
test methodology) to the gMON | indicate usage of applied
Agent. WO.
Step4 | Check if log files with test results | Log files are received on the
were received on gMON gMON Collector storage
Collector. server.
Step 5 | Check if test results are visible in | KPI results with expected
gMON Analytics. values are visible on the
gMON Analytics.
Step 6 | Proceed with the drive test using | Driving with the vehicle in
selected route/area in the port. the selected LL area.
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Step 7 | Stop the gMON Agent. gMON Agent application is

not running.

KPI results with expected
values are visible on the
gMON Analytics.

Step 8 | Verify test results in the gMON
Analytics.

Expected As part of a 5G drive test the following KPIs were collected:
result K-KPI 13: Availability

K-KPI 14: Bandwidth

K-KPI 17: End-to-End Latency

K-KPI 18: Reliability

Other 5G related KPI such as (RSRP, RSRQ, SINR, TX Power etc)

Test Result (including Screenshots, Photos etc.)

Expected result: yes

gMON Agent status on the Android app (step 1) — expected results (Ul):

20:07 =~ @ = « . 88%m 20:07 = G = o R QST 88%E

> [ 5

RUN[ping][4] MOBITEL MOBITEL
Radio Service mode [LTE] / [29341] Radlo Service mode [LTE] / [29341]
R rw

LTE CA STATUS [ADDED] LTE CA STATUS [ADDED]

# 51 band[3] BW[20MHz] RxCh[1657] PCI[110]
RSRP_dBm[-109] RSRQ_dB[-14] SINR_dB[]

# S2 band[7] BW[15MHz] RxCh[3023] PCI[107]
RSRP_dBm[-119] RSRQ dB[-9] SINR_dB[]

LOCATION
gps [13.59:45.89:80.59:0.00]
Miren 237, 5291 Miren, Slovenia

STATISTICS
Work order [300] Cycles [3]

Running Cycle start [2022-06-21 20:07:02)

Last finished Cycle duration [6s]

# 51 band[3] BW[20MHz] RxCh[1657] PCI[110]
RSRP_dBm[-105] RSRQ_dB[-13] SINR_dB[]

# S2 band[7] BW[15MHz] RxCh[3023] PCI[107]
RSRP_dBm[-116] RSRQ_dB[-9] SINR_dB[]

LOCATION

gps [13.59:45.89:80.64:0.00]
Miren 237, 5291 Miren, Slovenia

STATISTICS

Work order [300] Cycles [4]
Running Cycle start [2022-06-21 20:07:02]
Last finished Cycle duration [5s]

Shortest [5s] Avg [5.7s] Longest [6s] Shortest [5s] Avg [5.5s] Longest [6s]

11 @] < 11 O <

Figure 120: Screenshots showing gMON agent status (qMON agent is an Android application installed on the mobile device, i.e.,
smart-phone, used for the drive test).
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gMON Agent status indicated on the gMON management (step 2 & 3) — expected results
(un:

QMON Agent Management B Agents~ [ Work Orders~ | .l My real-time dashboard & Logout

Manage agents

Home / N e agents
No category filter ~ | Detailed view | Matrix view | Map view
Id Last seen Unigue ID (GUID) Alias Name Description Category Current work order Settings
276 5eb1f492686c93b6450c PAP-5ebif TM Drive USIM [47] QMON Drive Agent  [323] A1 MOBILE DRIVE RQT Ping DNS-A1 # Edit
282 8b9ddaad69983e6d4dn PAP- Telekom Drive USIM [47] QMON Drive Agent  [344] 5G-LOGINNOV MOBILE DRIVE RQT DQT # Edit
8bgdd
C Round robin [344,325,349]
201 e0160035(715ffBa586a1! PAP- A1 Drive USIM [47] QMON Drive Agent  [325] MOBILE ININ 5G TEST S$20 LOGINNOV # Edit
20160
G Ruund robin [344 325, 349]
——— - [——
| 744 latoa8554a75290115257 PORT_KP  S205G, TS SIM +38651698433 [48] gMON Stationary I [325] MOBILE ININ 5G TEST S20 LOGINNOV 1 # Edit
| Agent 1

| I G Round robin [325,327]

[ S ey

Figure 121: gMON agent status as presented in gMON management dashboard (green means the agent is active).

Log files on gMON Collector (step 4) — expected results (Ul):

Index of /upload_log/4f288554a752901f5257f03b33e218aa8 Android

, Parent Directory. -
% Log_4f288554a752001£5257f03b33e218aa8 Android 2022-06-21 21-23-38 txt 2022-06-21 21:27 173K
Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 21-17-54.txt 2022-06-21 21:23 221K
@ Log_4f288554a752901f525 33e21 Android 2022-06-21 21-03-40.txt 2022-06-21 21:07 173K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-57-55.txt 2022-06-21 21:03 228K
Log_4f288554a752901f5257 21 Android 2022-06-21 20-43-37.txt 2022-06-21 20:47 171K
Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 20-37-51.txt 2022-06-21 20:43 206K
Log_4f2 4a752901£525703b33e218aa8 Android 2022-06-21 20-23-36.txt 2022-06-21 20:27 174K
Log_4f288554a75290115257f03b33e218aa8 Android 2022-06-21 20-17-48 txt 2022-06-21 20:23 207K
Log_4f2. 4a752901f5257f03b33e218aa8Android 2022-06-21 20-03-34 txt 2022-06-21 20:07 139K
Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 19-55-05.txt 2022-06-21 20:03 126K

2022-06-21 3 = INFO = =mmmmmmemee CUSTOM PLUGIN MEASUREMENT=--=m=mmmmmmmm
2022-06-21 3 - INFO - Custom Plugin Measurement not enabled.

2022-06-21 3 - INFO - VOICE

2022-06-21 3 - INFO - Voice Measurement not enabled.

2022-06-21 3 - INFO - —————-————————————-SMS MEASUREMENT ————o-ooomeeee
2022-06-21 3 - INFO - Sms Measurement not enabled.

2022-06-21 3 - INFO - TCPDUM!

2022-06-21 3 - INFO - TCPDUMP is not alive.

2022-06-21 21:27:33 - INFO - (M TART:

<root>

<Id agent_id_numeric="744" created_on="Tue 21 Jun 2022 21:27:33 GMT (Greenwich Mean Time)" revision="25" configuration_name="MOBILE ININ 5G TEST 520 LOGINNOV"
configuration_desc="MOBILE APP STATIONARY TEST" category id="48" category_name="gMON Stationary Agent’ agent_descripton="+38651698433" agent_info_technology="LTE"/>
<Global_data aliasHash="PORT_KP" apn="internet" client_version="InIn Mobile 2022 @ 2.0.1-dev" config_id="325" cycle_i. 1655846618374000"
hash="4£288554a752901£5257£03b33e21BaalAndroid” mobile mode="1" os_name="Android” os_version="11" wo_duration="234" modem temperature="51" cpu_temperature='"43"
battery temperature="41" battery leve. .0" battery statu:
<Measurement client_ip="178.58.54.102" client_ipv4_for_geoloc="178.58.54.102" target_ip="89.143,198.178" packet_size_bytes=" interval_between_icmp_packets_ms="100"
timestamp="2022-06-21 21:26:37" ip_version="4" type="ping_test” first_hop_rtt_ms="-1" traceroute="#;%;213.229.192. 2019;*;*;*;*;‘;\»,—*;r;l;n*;«” traceroute_duration="42.154"
client_start_gps_latitude="45.549640020213275" client_start_gps_ longituda—”lfi 735982276002291" client_start_gps_altitude="45.728174883622714"
client_start_gps_speed_over_ground_knots="0.0" client start_gps_timestamp="1655846796018" client_start_gps_num_sats="12" client_stop gps_latitude="45,549640020213275"
client_stop_gps_longitude="13.735982276002291" client_stop_gps_altitude="45.728174883622714" client_stop_gps_speed_over_ground_knots="0.0" client_stop_gps_timestamp="1655846797025"
client_stop_gps_num_sats="12" radio_access_type_start="LTE" radio_cell_id_start="155597002" radio_tac_start="42" radio_rsrq_db_start="-11" radio_rsrp_dbm_start="-110"
xadio_ne:_nperatﬂr_start-'MOBITRL" radio_operats de_start="29341" radio_lte rx_channel_start="6201" radic_lt x_channel_start="24201" radi
radio lte pci start="139" radio_rssi dbm start= radio_emm connection start="CONNECTED" radic sinr db start="8" radio tx power dbm start » 1te bw_mhz_: "10"
radio lte ca state start="ADDED" radio_lte dl mcs_l start="2" radio lte dl mcs 2 start="0" radio lte ul mcs 1 start="6" radio lte rb dl star radio lte rb ul start="3"
radio_lte_max_rb_dl_start="50" radio_lte_max_rb_ul_: start="40" radio_lte_sc_num_start="1" radio_lte_scell band start="B7" radio_lte_scell bw _mhz_start="15"
radio_lte_scell_rx_channel_start="3023" radio_lte_pce_rxm RSRP_dbm start="-102" radio_access_type_stop="LTE" radio_cell_id_stop="155597002" radio_tac_stop="d2"
radio_rsrq_db_stop="-11" radio_rsrp dbm stop="-110" radio_net_operator_stop="MOBITEL" radio_operator code_stop="29341" radio_lte_rx_channel_stop="6201"
radio_lte_tx channel stop="24201" radic_lte band_stop="B20" radio_lte pci_stop="139" radio rssi_dbm stop="-86" radio_emm connection stop='CONNECTED' radio_sinr_db _stop="8"
radic tx power_dbm_ s radio lte ) bw_mhz stop="10" radic_lte ca state stop="ADDED" radio lte dl mcs_1_stop="2" radio lte dl mcs top="0" radic lte ul mcs_1_stop=
radio_lte rb_dl stop= lte_rb ul stop: radio_lte max rb dl stop="50" radio lte max rb ul stoj 40" radio_lte sc_num stoj radio_lte scell band stup—"H'l
radio_lte_scell bw_mhz_stop=" ‘15" radio_lte scell rx channel _stop="3023" radio_lte_pcc_rxm_RSRP_dbm_stop: 102">
<rtt_ms status='"Success” status_code="0" sequence_number="1">42.6</rtt_ms>
<rtt_ms status="Success" status coda-'ﬁ" sequence_number="2">14.5</rtt_ms>
<rtt _ms status="Success" sequence number="3">30.B</rtt_ms>
<rtt _ms status="Success" sequence_number="4">29.B</rtt_ms>
<rtt _ms status="Success" status code="0" sequence number="5">29.9</rtt_ms>
</Measurement>

Figure 122: List of log files (measurement results) uploaded by gMON Agent to gMON Collector.
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gMON analytics (step 5) — expected results (Ul):

L
10 minutes ago

Name Config Id

MOBILE W50 TEST520 OGOV [ |

Enabled Tests Average Wark Order Duratian

Figure 123: Graphical representation of results (qMON Analytics tool).
Step 6: driving across selected area in the LL Koper.

gMON Agent status on the Android app (step 7) — expected results (Ul):

20:06 = G - o N Q. 88%m

nternet
NSTITUTE c9f45
c9f45455182d909b040d28a425effb241Android

https://mndev.iinstitute.eu

CONFIG: NET OPERATOR: MOBITEL
Config-id: 300 Access Type: LTE
Enabled measurements: New Radio: available

- PING Cell ID: 129075403
- DNS TAC: 43
RSRP_dBm: -94
RSRQ dB: -12
Band: B20
RX channel: 6201
TX channel: 24201
PCI: 410
LOCATION: gps

Cycles started: 3

Last start: 2022-06-21 20:06:10
Last duration:

Average duratio

Server: 8.8.8.8
Last ping time: 2022-06-21 18:06:11
Last ping average: 41.269 ms
Average ping: 41.269 ms
50 ms
41.269 ms
40 ms
30 ms
20 ms

10 ms

Figure 124: gMON Agent status while performing measurements.
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gMON Analytics (step 8) — expected results (Ul):
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Figure 125: gMON Analytics tool showing locations where “DL Throughput” measurement has been performed.

Error Description if test negative

Proposal Solution if test negative
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Testprotocol Koper#5

Datum/Date: May — Aug 2022

Test case type ():

Pre-test

Tested by: ININ, LK, TS

Test scenario:

Testcase: UC1-S4-1 (STORYBOARD_#4)

Short description: Continuous 5G NSA testing (n7 5G NR, Macro CN)

App./Infrastructure: 5G NSA Network, gNb with n7 band, NSA assured Macro EPC, qgMON
system, gMON agents, qMON reference server, Macro laaS

Testcase Manager: Jurij Mirnik, Janez Sterle, Luka Korsic, Rudolf Susnik

Prerequisites

- Operational 5G NSA network with deployed n7 gNb and NSA assured
Macro EPC deployed.

- Operational gMON System with prepared WO (Work Orders) on gMON
management.

- Operational gMON Reference Server in Macro laasS.

- Deployed gMON Agents in the selected location in the port area.

Necessary - NA
test data
Activity Steps

Step Description Expected Result

Name

Step1l | Start prepared gqMON Agent gMON Agent application is
deployed in a selected location. running.

Step 2 | Check if gMON Agent is gMON Agent status is
connected to the gMON green.

Management.

Step 3 | Apply correct WO (e.g. gMON Agent status
stationary test methodology) to indicate usage of applied
the gMON Agent. WO.

Step 4 | Check if log files with test results | Log files are received on the
were received on qMON gMON Collector storage
Collector. server.

Step5 | Check if test results are visible in | KPI results with expected
gMON Analytics. values are visible on the

gMON Analytics.

Step 6 | Proceed with the continuous gMON Agent is running

testing for the defined time span.

continuously and test
results are collected .
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Step 7 | Stop the gMON Agent. gMON Agent application is
not running.

Step 8 | Verify test results in the gMON | KPI results with expected

Analytics. values are visible on the
gMON Analytics.
Expected As part of a continuous 5G test the following KPIs will be collected:
result K-KPI 13: Availability

K-KPI 14: Bandwidth

K-KPI 17: End-to-End Latency

K-KPI 18: Reliability

Other 5G related KPI such as (RSRP, RSRQ, SINR, TX Power etc)

Test Result (including Screenshots, Photos etc.)

Expected result: yes

gMON Agent status on the Android app (step 1) — expected results (Ul):

R QST . 88%E : X Q. 88%m

RUN[ping][4]
Radio Service mode

LTE G DED]
o # 51 band[3] BWL h[1657] PCI[110]
RSRP_dBm[-109] RSRQ_dB[-14] SINR_dB[] RSRP_dBm[-105] RSRQ_dB[-131 SINR_dB[]

# 52 band[7] BW[15MHz] RXCh[3023] PCI[107] # 52 band[7] BW[15NHz] RxCh[3023] PCI[107]
RSRP_dBm[-119] RSRQ_dB[-9] SINR_dB[] RSRP_dBm[-116] RSRQ_dB[-9] SINR_dB[]

[300] 56_ JC POLIGON:
[1] PING; [2] DNS;

STATISTICS STATISTICS
Work order [300] Cycles [3] Work order [300] Cycles [4]
Running Cycle start [2022-06-21 20:07:02] Running Cycle start [2022-06-21 20:07:02]
Last finished Cycle duration [65] Last finished Cycle duration [5s]
Shortest [55] Avg [5.75] Longest [6s] Shortest [5s] Avg [5.5s] Longest [6s]

1l @] < 11l @] <

Figure 126: Screenshots showing gMON agent status (qMON agent is an Android application installed on the mobile device, i.e.,
smart-phone, used for the test).

gMON Agent status indicated on the gMON management (step 2 & 3) — expected results
(un:
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QMON Agent Management B Agents~ [ Work Orders~ | .l My real-time dashboard & Logout

Manage agents

Home / N e agents
No category filter ~ | Detailed view | Matrix view | Map view
Id Last seen Unigue ID (GUID) Alias Name Description Category Current work order Settings
276 5eb1149268609306450¢ PAP-5eb1f TM Drive USIM [47] GMON Drive Agent  [323] A1 MOBILE DRIVE RQT Ping DNS-A1 / Edit
282 8b9ddaad699B3e6d4dn PAP- Telekom Drive USIM [47] QMON Drive Agent  [344] 5G-LOGINNOV MOBILE DRIVE RQT DQT /# Edit
8b9dd
C Round robin [344,325,349]
291 e0160035(715ffBa586a1: PAP- A1 Drive USIM [47] gMON Drive Agent  [325] MOBILE ININ 5G TEST $20 LOGINNOV # Edit
e0160
G Ruund robin [344 325, 349]
——f - —-_———
I 744 |4|288554a752901f5257‘ PORT_KP 520 5G, TS SIM +38651698433 [48] gMON Stationary I [325] MOBILE ININ 5G TEST $20 LOGINNOV 1 # Edit
1 Agent
|

| | C Round robin [325,327]

Figure 127: gMON agent status as presented in gMON management dashboard (green means the agent is active).

Log files on gMON Collector (step 4) — expected results (Ul):

Index of /upload_log/4£288554a752901£5257f03b33e218aa8 Android

Name Last modified ~ Size Description

a Parent Directory. -
% Log_4f288554a752001£5257f03b33e218aa8 Android 2022-06-21 21-23-38 txt 2022-06-21 21:27 173K
Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 21-17-54.txt 2022-06-21 21:23 221K

@ Log_4f288554a752901f52! 33e21 Android 2022-06-21 21-03-40.txt 2022-06-21 21:07 173K
Log 4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-57-55.txt 2022-06-21 21:03 228K
Log_4f2: 4a752901£5257 21 Android 2022-06-21 20-43-37 txt 2022-06-21 20:47 171K

] Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 20-37-51 txt 2022-06-21 20:43 206K
1 Log_4f2: 4a752901£5257 33e218aa8Android 2022-06-21 20-23-36.txt 2022-06-21 20:27 174K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-17-48.txt 2022-06-21 20:23 207K
q Log_4f2: 4a752901£5257f03b33¢218aa8 Android 2022-06-21 20-03-34 txt 2022-06-21 20:07 139K
] Log_4f288554a752901{525703b33¢218aa8 Android 2022-06-21 19-55-05 txt 2022-06-21 20:03 126K

mm

2022-06-21 INFO = ==mmmmmmmme CUSTOM PLUGIN MEASUREMENT----m=mm=mmmmnm
2022-06-21 INFO - Custom Plugin Measurement not enabled.

2022-06-21 INFO - VOICE

2022-06-21 INFO - Voice Measurement not enabled.

2022-06-21 INFO - =——-—-————eccece—e—-SM§ MEASUREMENT —---ooomommoeee
2022-06-21 INFO - Sms Measurement not enabled.

2022-06-21 INFO - TCRDUM

2022-06-21 INFO - TCPDUMP is not alive.

2022-06-21 INFO - ML START

<root>

<Id agent_id_numeric="744" created_on="Tue 21 Jun 2022 21:27:33 GMT (Greenwich Mean Time)" revision="25" configuratioi
configuration_desc="MOBILE APP STATIONARY TEST" category id="48" category_name="gMON Stationary Agent’ agent_descriptol 8651698433" agent_info_technology="LTE"/>

<Global_data aliasHash="PORT_KP" apn="internet" client_version="InIn Mobile 2022 @ 2.0.1-dev" config_id="325" cycle 1655846618374000"
hash="4£288554a752901£5257£03b33e216aaBAndroid" mobile 1 mode="1" os_name="Android” os_version="11" wo_duration="234" modem temperature="53" cpu temperature="43"
battery temperature="41" battery level="67.0" battery status="3"/>

<Measurement client_ip="178.58.54.102" client_ipv4_for_geoloc="178.58.54.102" target_ip="89.,143,198.178" packet_size bytes="64" interval_between_icmp_packets_ms="100"
timestamp="2022-06-21 21:26:37" ip_version="4" type="ping_test” first_hop_rtt_ms="-1" traceroute="+; H ;*;‘;\*,—*;';l;*;*;“ traceroute_duration="42.154"
client_start_gps_latitude="45.549640020213275" client_start_gps_longitude="13.735982276002291" client_start_gps_altitude="45.728174883622714"
client_start_gps_speed_over_ground knots="0.0" client_start_gps_timestamp="1655846796018" client_start_gps_num sats="12" client_stop gps_latitude="45.549640020213275"
client stop gps_longitude="13.735982276002291" client stop_gps altitude="45.728174883622714" client stop gps speed over ground knots="0.0" client stop gps timestamp="1655846797025"
client stop_gps_num sats="12" radio access_type start="LTE" radio cell id start="155597002" radic_tac_start="42" radio rsrg db start="-11" radio rsrp dbm start="-110"
radio_net_operator_start="MOBITEL" radio_operator_code_start="29341" radio_lte rx channel_start="6201" radio_lte tx_channel_start="24201" radio_lte_band_start="B20"
radio_lte_pei_start="139" radio_rssi_dbm_start="-86" radio_emm_connection_start="CONNECTED" radic_sinr_db_start="8" radio_tx_power_dbm start="2" xa.im 1te _bw_mhz_start="10"
radio_lte_ca_state_start="ADDED" radio_lte_dl _mcs_l_start="2" radio_lte_dl _mcs_2_start="0" radio_lte_ul mcs_1_start="6" radio_lte_rb_dl_start="0" radio_! lte. rb ul_start="3"
xad:.o 1te r _max_rb_¢ dl. start="50" radio_lte_max xb ul start="40" rad:\.o lte sc_num_start="1" radio_. lte scell hand start="B7" radxl:l 1te scell _bw_mhz_ start="15"
radio_lte_scell_rx_channel_start="3023" radio_lte_pcc_rxm_RSRP_dbm_start="-102" radio_access_type stop="LTE" radio_cell_id_stop="155597002" radio_tac_stop="d42"
radio_rsrq_db_stop="-11" radio, _rsrp_dbm_stop="-110" rndio_nah_nparntar_st.a "MOBITEL" radio_operator_code_stop="29341" radio_lte_rx_channel_stop="6201"
radio_lte_tx_channel_stop="24201" radio_lte_band_stop="B20" radio_lte pci_stop="139" radio_rssi_dbm stop="-86" radio_emm connection_stop="CONNECTEI radio_sinr_db_stop:
radic tx power dbm_ st 2" radic_lte bw mhz stop="10" radioc lte ca state stop="ADDED" radio lte dl mcs_1 stop="2" radio lte dl mcs 2 stop="0" radio lte ul mcs_:
radic lte rb dl stop="0" radio lte rb ul stop="3" radio lte max rb_dl_stop="50" radio lte max rb ul stop="40" radic_lte sc_num sto| radio lte scell band sto
radio_lte_scell bw _mhz_stop="15" radio_lte scell rx_channel_ stop="3023" radioc_lte_ pcc_rxm RSRP_dbm_stop="-102">

<rtt_ms status="Success" status_code="0" 1">42.6</rtt_ms>

.5</rtt_ms>
.B</Ttt_ms>
sequence_number: .B</rtt_ms>
sequence_number="5">29,9</rtt_ms>

_name="MOBILE ININ SG TEST S20 LOGINNOV"

<rtt_ms status='"Success"
</Measurement>

Figure 128: List of log files (measurement results) uploaded by gMON Agent to gMON Collector.
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gMON analytics (step 5) — expected results (Ul):

13 minutes ago

g Name Configid

MOBILE ININ 520 LOGINNOV - UDP “
M

> Overview

> Ping

» DNS

+ Iperf - TCP
Iperf - UDP
Download
Upload
Web

Voice

Figure 129: Graphical representation of results (qMON Analytics tool).

Step 6: continuous testing.

gMON Agent status on the Android app (step 7) — expected results (Ul):

20:06 ™ G =

Ll c9f45

N Q5 88%E

c9f45455182d909b040d28a425effb241Android

https://mndev.iinstitute.eu

NET OPERATOR: MOBITEL
Config-id: 300 Access Type: LTE
Enabled measurements: New Radio: available
- PING Cell ID: 129075403
- DNS TAC: 43
RSRP_dBm: -94
RSRQ dB: -12
Band: B20
RX channel: 6201
TX channel: 24201
PCI: 410
LOCATION: gps

Cycles started: 3

Last start: 2022-06-21 20:06:10
Last duration: 6s

Average duration: 5s

Server: 8.8.8.8
Last ping time: 2022-06-21 18:06:11
Last ping average: 41.269 ms
Average ping: 41.269 ms

50 ms
40 ms
30 ms

20 ms

] @] <

Figure 130: gMON Agent status while performing measurements.
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gMON Analytics (step 8) — expected results (Ul):

Figure 131: Graphical representation of results (qMON Analytics tool).

Error Description if test negative

Proposal Solution if test negative
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Testprotocol Koper#6

Datum/Date: Sept 2022 — Feb 2023

Test case type ():

Trial

Tested by: ININ, LK, TS

Test scenario:

Testcase: UC1-S4-2 (STORYBOARD_#4)

Short description: Continuous 5G NSA testing (n7 & n78 5G NR, Local CN)

App./Infrastructure: 5G NSA Network, gNb with n7 and n78 band, NSA assured Local EPC,
gMON system, gMON agents, qMON reference server, Local l1aaS

Testcase Manager: Jurij Mirnik, Janez Sterle, Luka Korsic, Rudolf Susnik

Prerequisites

- Operational 5G NSA network with deployed n7 and n78 gNb and NSA
assured Local EPC.

- Operational gMON System with prepared WO (Work Orders) on gMON
management.

- Operational gMON Reference Server in Local laaS.

- Deployed gMON Agents in the selected location in the port area.

Necessary - NA
test data
Activity Steps

Step Description Expected Result

Name

Step1l | Start prepared gqMON Agent gMON Agent application is
deployed in a selected location. running.

Step 2 | Check if gMON Agent is gMON Agent status is
connected to the gMON green.

Management.

Step 3 | Apply correct WO (e.g. gMON Agent status
stationary test methodology) to indicate usage of applied
the gMON Agent. WO.

Step 4 | Check if log files with test results | Log files are received on the
were received on qMON gMON Collector storage
Collector. server.

Step5 | Check if test results are visible in | KPI results with expected
gMON Analytics. values are visible on the

gMON Analytics.

Step 6 | Proceed with the continuous gMON Agent is running

testing for the defined time span.

continuously and test
results are collected .
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Step 7 | Stop the gMON Agent. gMON Agent application is

not running.

KPI results with expected
values are visible on the
gMON Analytics.

Step 8 | Verify test results in the gMON
Analytics.

Expected As part of a continuous 5G test the following KPIs will be collected:
result K-KPI 13: Availability

K-KPI 14: Bandwidth

K-KPI 17: End-to-End Latency

K-KPI 18: Reliability

Other 5G related KPI such as (RSRP, RSRQ, SINR, TX Power etc)

Test Result (including Screenshots, Photos etc.)

Expected result: yes

gMON Agent status on the Android app (step 1) — expected results (Ul):

20:07 = G = » A QM i 8B%E

s B

LTE CA S D]

# 51 band[3] BW[20MHz] Rxch[15§7] pcmw]
RSRP_dBm[-105] RSRQ_B[-13] S,

# 52 band[7] BW[15NHz] RxCh[SOZEI] Pcmuﬂ

# S1 band[3] BH[ZDMHZ] R)(Ch[1557] PCI[HD]
RSRP_dBm([-109] RSRQ _dB[-14] SINR_dB[]
# S2 band[7] BW[15MHz] RxCh[3023] PCI[107]

RSRP_dBm[-119] RSRQ dB[-9]1 SINR_dB[]

STATISTICS
work order [300] Cycles [3]
Running Cycle start [2022-06-21 20:07:02]
Last finished Cycle duration [6s]
Shortest [5s] Avg [5.7s] Longest [6s]

1l @] <

RSRP_dBm[-116] RSRQ_dB[-9] SINR_dB[]

STATISTICS

Work order [300] Cycles [4]
Running Cycle start [2022-06-21 20:07:02]
Last finished Cycle duration [5s]
Shortest [5s] Avg [5.5s] Longest [6s]

1l @] <

Figure 132: Screenshots showing gMON agent status (qMON agent is an Android application installed on the UE used for the

test.
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gMON Agent status indicated on the gMON management (step 2 & 3) — expected results
(un:

QMON Agent Management B Agents~ [ Work Orders~ | .l My real-time dashboard & Logout

Manage agents

Home
No category filter ~ | Detailed view | Matrix view | Map view
Id Last seen Unigue ID (GUID) Alias Name Description Category Current work order Settings
276 5eb1f492686c93b6450c PAP-5ebif TM Drive USIM [47] QMON Drive Agent  [323] A1 MOBILE DRIVE RQT Ping DNS-A1 # Edit
282 8boddaad69983e6d440 PAP- Telekom Drive USIM [47] QMON Drive Agent  [344] 5G-LOGINNOV MOBILE DRIVE RQT DQT # Edit
8bgdd
C Round robin [344,325,349]
201 e0160035715fBa586a1!  PAP- A1 Drive USIM [47] QMON Drive Agent  [325] MOBILE ININ 5G TEST S20 LOGINNOV # Edit
e0160

R C Round robin [344,325,349]

1
latoagss4a7s2001f5257 PORT_KP 520 5G, TS SIM +38651698433 [48] GMON Stationary | [325] MOBILE ININ 5G TEST 520 LOGINNOV | Edit
Agent 1

I C Round robin [325,327] !

Figure 133: gMON agent status as presented in gMON management dashboard (green means the agent is active).

Log files on gMON Collector (step 4) — expected results (Ul):

Index of /upload_log/4f288554a752901f5257f03b33e218aa8 Android

, Parent Directory. -
% Log_4f288554a752001£5257f03b33e218aa8 Android 2022-06-21 21-23-38 txt 2022-06-21 21:27 173K
Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 21-17-54.txt 2022-06-21 21:23 221K
@ Log_4f288554a752901f525 33e21 Android 2022-06-21 21-03-40.txt 2022-06-21 21:07 173K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-57-55.txt 2022-06-21 21:03 228K
Log_4f288554a752901f5257 21 Android 2022-06-21 20-43-37.txt 2022-06-21 20:47 171K
Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 20-37-51.txt 2022-06-21 20:43 206K
Log_4f2 4a752901£525703b33e218aa8 Android 2022-06-21 20-23-36.txt 2022-06-21 20:27 174K
Log_4f288554a75290115257f03b33e218aa8 Android 2022-06-21 20-17-48 txt 2022-06-21 20:23 207K
Log_4f2. 4a752901f5257f03b33e218aa8Android 2022-06-21 20-03-34 txt 2022-06-21 20:07 139K
Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 19-55-05.txt 2022-06-21 20:03 126K

2022-06-21 3 = INFO = =mmmmmmemee CUSTOM PLUGIN MEASUREMENT=--=m=mmmmmmmm
2022-06-21 3 - INFO - Custom Plugin Measurement not enabled.

2022-06-21 3 - INFO - VOICE

2022-06-21 3 - INFO - Voice Measurement not enabled.

2022-06-21 3 - INFO - —————-————————————-SMS MEASUREMENT ————o-ooomeeee
2022-06-21 3 - INFO - Sms Measurement not enabled.

2022-06-21 3 - INFO - TCPDUM!

2022-06-21 3 - INFO - TCPDUMP is not alive.

2022-06-21 21:27:33 - INFO - (M TART:

<root>

<Id agent_id_numeric="744" created_on="Tue 21 Jun 2022 21:27:33 GMT (Greenwich Mean Time)" revision="25" configuration_name="MOBILE ININ 5G TEST 520 LOGINNOV"
configuration_desc="MOBILE APP STATIONARY TEST" category id="48" category_name="gMON Stationary Agent’ agent_descripton="+38651698433" agent_info_technology="LTE"/>
<Global_data aliasHash="PORT_KP" apn="internet" client_version="InIn Mobile 2022 @ 2.0.1-dev" config_id="325" cycle_i. 1655846618374000"
hash="4£288554a752901£5257£03b33e21BaalAndroid” mobile mode="1" os_name="Android” os_version="11" wo_duration="234" modem temperature="51" cpu_temperature='"43"
battery temperature="41" battery leve. .0" battery statu:
<Measurement client_ip="178.58.54.102" client_ipv4_for_geoloc="178.58.54.102" target_ip="89.143,198.178" packet_size_bytes=" interval_between_icmp_packets_ms="100"
timestamp="2022-06-21 21:26:37" ip_version="4" type="ping_test” first_hop_rtt_ms="-1" traceroute="#;%;213.229.192. 2019;*;*;*;*;‘;\»,—*;r;l;n*;«” traceroute_duration="42.154"
client_start_gps_latitude="45.549640020213275" client_start_gps_ longituda—”lfi 735982276002291" client_start_gps_altitude="45.728174883622714"
client_start_gps_speed_over_ground_knots="0.0" client start_gps_timestamp="1655846796018" client_start_gps_num_sats="12" client_stop gps_latitude="45,549640020213275"
client_stop_gps_longitude="13.735982276002291" client_stop_gps_altitude="45.728174883622714" client_stop_gps_speed_over_ground_knots="0.0" client_stop_gps_timestamp="1655846797025"
client_stop_gps_num_sats="12" radio_access_type_start="LTE" radio_cell_id_start="155597002" radio_tac_start="42" radio_rsrq_db_start="-11" radio_rsrp_dbm_start="-110"
xadio_ne:_nperatﬂr_start-'MOBITRL" radio_operats de_start="29341" radio_lte rx_channel_start="6201" radic_lt x_channel_start="24201" radi
radio lte pci start="139" radio_rssi dbm start= radio_emm connection start="CONNECTED" radic sinr db start="8" radio tx power dbm start » 1te bw_mhz_: "10"
radio lte ca state start="ADDED" radio_lte dl mcs_l start="2" radio lte dl mcs 2 start="0" radio lte ul mcs 1 start="6" radio lte rb dl star radio lte rb ul start="3"
radio_lte_max_rb_dl_start="50" radio_lte_max_rb_ul_: start="40" radio_lte_sc_num_start="1" radio_lte_scell band start="B7" radio_lte_scell bw _mhz_start="15"
radio_lte_scell_rx_channel_start="3023" radio_lte_pce_rxm RSRP_dbm start="-102" radio_access_type_stop="LTE" radio_cell_id_stop="155597002" radio_tac_stop="d2"
radio_rsrq_db_stop="-11" radio_rsrp dbm stop="-110" radio_net_operator_stop="MOBITEL" radio_operator code_stop="29341" radio_lte_rx_channel_stop="6201"
radio_lte_tx channel stop="24201" radic_lte band_stop="B20" radio_lte pci_stop="139" radio rssi_dbm stop="-86" radio_emm connection stop='CONNECTED' radio_sinr_db _stop="8"
radic tx power_dbm_ s radio lte ) bw_mhz stop="10" radic_lte ca state stop="ADDED" radio lte dl mcs_1_stop="2" radio lte dl mcs top="0" radic lte ul mcs_1_stop=
radio_lte rb_dl stop= lte_rb ul stop: radio_lte max rb dl stop="50" radio lte max rb ul stoj 40" radio_lte sc_num stoj radio_lte scell band stup—"H'l
radio_lte_scell bw_mhz_stop=" ‘15" radio_lte scell rx channel _stop="3023" radio_lte_pcc_rxm_RSRP_dbm_stop: 102">
<rtt_ms status='"Success” status_code="0" sequence_number="1">42.6</rtt_ms>
<rtt_ms status="Success" status coda-'ﬁ" sequence_number="2">14.5</rtt_ms>
<rtt _ms status="Success" sequence number="3">30.B</rtt_ms>
<rtt _ms status="Success" sequence_number="4">29.B</rtt_ms>
<rtt _ms status="Success" status code="0" sequence number="5">29.9</rtt_ms>
</Measurement>

Figure 134: List of log files (measurement results) uploaded by gMON Agent to gMON Collector.
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gMON analytics (step 5) — expected results (Ul):

13 minutes ago

g Name Configid

MOBILE ININ 520 LOGINNOV - UDP “
M

> Overview

> Ping

» DNS

+ Iperf - TCP
Iperf - UDP
Download
Upload
Web

Voice

Figure 135: Graphical representation of results (qMON Analytics tool).

Step 6: continuous testing.

gMON Agent status on the Android app (step 7) — expected results (Ul):

20:06 ™ G =

Ll c9f45

N Q5 88%E

c9f45455182d909b040d28a425effb241Android

https://mndev.iinstitute.eu

NET OPERATOR: MOBITEL
Config-id: 300 Access Type: LTE
Enabled measurements: New Radio: available
- PING Cell ID: 129075403
- DNS TAC: 43
RSRP_dBm: -94
RSRQ dB: -12
Band: B20
RX channel: 6201
TX channel: 24201
PCI: 410
LOCATION: gps

Cycles started: 3

Last start: 2022-06-21 20:06:10
Last duration: 6s

Average duration: 5s

Server: 8.8.8.8
Last ping time: 2022-06-21 18:06:11
Last ping average: 41.269 ms
Average ping: 41.269 ms

50 ms
40 ms
30 ms

20 ms

] @] <

Figure 136: gMON Agent status while performing measurements.
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gMON Analytics (step 8) — expected results (Ul):

Figure 137: Graphical representation of results (qMON Analytics tool).

Error Description if test negative

Proposal Solution if test negative
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Testprotocol Koper#7

Datum/Date: May 2022 — Feb 2023

Test case type ():

Tested by: ININ, LK

Test scenario:

Pre-test, Trial

Testcase: UC1-S4-3 (STORYBOARD #4)

Short description: Continuous 5G SA testing (n78 5G NR, Local 5G CN)

App./Infrastructure: 5G SA Network, gNb with n78 band, SA assured 5G CN, gMON
system, gqMON agents, qMON reference server, Mobile laaS

Testcase Manager: Jurij Mirnik, Janez Sterle, Luka Korsic, Rudolf Susnik

Prerequisites

Operational 5G SA network with deployed n78 gNb and 5G CN.
Operational gMON System with prepared WO (Work Orders) on gMON
management.
Operational gMON Reference Server in Mobile laaS.
Deployed gqMON Agents in the selected location in the LL area.

Necessary - NA
test data
Activity Steps

Step Description Expected Result

Name

Step1l | Start prepared gqMON Agent gMON Agent application is
deployed in a selected location. running.

Step 2 | Check if gMON Agent is gMON Agent status is
connected to the gMON green.

Management.

Step 3 | Apply correct WO (e.g. gMON Agent status
stationary test methodology) to indicate usage of applied
the gMON Agent. WO.

Step4 | Check if log files with test results | Log files are received on the
were received on gMON gMON Collector storage
Collector. server.

Step5 | Check if test results are visible in | KPI results with expected
gMON Analytics. values are visible on the

gMON Analytics.

Step 6 | Proceed with the continuous gMON Agent is running

testing for the defined time span.

continuously and test
results are collected.
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Step 7 | Stop the gMON Agent. gMON Agent application is
not running.
Step 8 | Verify test results in the gMON | KPI results with expected

Analytics. values are visible on the
gMON Analytics.
Expected As part of a continuous 5G test the following KPIs will be collected:
result

K-KPI 13: Availability

K-KPI 14: Bandwidth

K-KPI 17: End-to-End Latency
K-KPI 18: Reliability

Other 5G related KPI such as (RSRP, RSRQ, SINR, TX Power etc)

Test Result (including Screenshots, Photos etc.)

Expected result: yes

gMON Agent status on the Android app (step 1) — expected results (Ul):

20:07 =@ = =

i

R QAT . 88%M 20:07 =& ™ - X Q¥ .0 88%M

MOBITEL
[29341]

MOBITEL
[LTE] /7 [29341]

RUN[ping][4]
Radio Service mode [LTE] /

Radio Service mode
EARFCN Cl
6201
dBm]

CELL D
1 754

ADDED]
# S1 band[3] BW[20} xCh[1657] PCI[110]
RSRP_dBm[-105] RSRQ_dB[-13] SINR_dB[]
# S2 band[7] BW[15MHz] RxCh[3023] PCI[107]
RSRP_dBm[-116] RSRQ dB[-9] SINR_dB[]

# 51 band[3] BW[
RSRP_dBm[-109] RSRQ_dB[-14] SINR_dB[]

# 52 band[7]) BW[15MHz] RxCh[3023] PCI[107]
RSRP_dBm[-119] RSRQ_dB[-9] SINR_dB[]

LOCATION
gps [13.59:45.89:80.64:0.00]
Miren 237, 5291 Miren, Slovenia

LOCATTON
gps [13.59:45.89:80.59:0.00]
Miren 237, 5291 Miren, Slovenia

WORK ORDER INFO
[300] 5G_JC_POLIGON:
[1] PING: [2] DNS;

STATISTICS
Work order [300] Cycles [4]
Running Cycle start [2022-06-21 20:07:02]
Last finished Cycle duration [5s]
Shortest [5s] Avg [5.5s] Longest [65]

STATISTICS
Work order [300] Cycles [3]
Running Cycle start [2022-06-21 20:07:02)
Last finished Cycle duration [6s]
Shortest [5s] Avg [5.7s] Longest [6s]

I @) < I @ <

Figure 138: Screenshots showing gMON agent status (qMON agent is an Android application installed on the UE used for the

test.
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gMON Agent status indicated on the gMON management (step 2 & 3) — expected results

(un:

QMON Agent Management =~ B Agents~ = B Work Orders~ | il My real-time dashboard

Manage agents

Home / M
No category filter ~ | Detailed view | Matrix view | Map view
Id Last seen Unigue ID (GUID) Alias Name Description
278 56b1{492686c93b6450c  PAP-Sebif TM Drive USIM
262 8b9ddaad69B3e6d440  PAP- Telekom Drive USIM
8bodd
29 ©0160035715fiBas86a1: PAP- A1 Drive USIM
e0160
g a
I 744 l4t288554a75290115057  PORT_KP  S205G, TS SIM +38651698433

[ S ey

Category
[47] QMON Drive Agent

[47] gQMON Drive Agent

[47] QMON Drive Agent

[48] gMON Stationary
Agent

Current work order

[323] A1 MOBILE DRIVE RQT Ping DNS-A1

[344] 5G-LOGINNOV MOBILE DRIVE RQT DQT

C Round robin [344,325,349]

[325] MOBILE ININ 5G TEST $20 LOGINNOV
C Round robin [344,325,349]

| [325] MOBILE ININ 5G TEST S20 LOGINNOV
I

I C Round robin [325,327]

& Logout

Settings
/ Edit

# Edit

# Edit

# Edit

Figure 139: gMON agent status as presented in gMON management dashboard (green means the agent is active).

Log files on gMON Collector (step 4) — expected results (Ul):

Index of /upload_log/4f288554a752901f5257f03b33e218aa8 Android

, Parent Directory. -
% Log_4f288554a752001£5257f03b33e218aa8 Android 2022-06-21 21-23-38 txt 2022-06-21 21:27 173K
Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 21-17-54.txt 2022-06-21 21:23 221K
@ Log_4f288554a752901f525 33e21 Android 2022-06-21 21-03-40.txt 2022-06-21 21:07 173K
Log_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-57-55.txt 2022-06-21 21:03 228K
q Log_4f288554a752901f5257 21 Android 2022-06-21 20-43-37.txt 2022-06-21 20:47 171K
] Log_4f288554a75290115257f03b33¢218aa8 Android 2022-06-21 20-37-51 txt 2022-06-21 20:43 206K

(s

4a752901£5257 33e218aa8Android 2022-06-21 20-23-36.txt 2022-06-21 20:27 174K
g_4f288554a752901f5257f03b33e218aa8 Android 2022-06-21 20-17-48.txt 2022-06-21 20:23 207K
4a752901£5257f03b33¢218aa8 Android 2022-06-21 20-03-34 txt 2022-06-21 20:07 139K
og_4f288554a75290115257f03b33e218aa8 Android 2022-06-21 19-55-05.txt 2022-06-21 20:03 126K

(o1 () o)

Lo
Lo
Lo
Lo

(o) ()

2022-06-21 23:11:13 - INFO - LOG.Log.LogFile — RESULT . XML
2022-06-21 23:11:13 = INFO - LOG.Log.LogFile -
<root>

<Id agent descripton="ININ sim - FAW" agent id numeric="832" agent info technology="LTE" agent microlocation="FarAntWhite" category id="46" category name="5G IoT GW"
configuration_desc="MobileQoE DRIVE MERITVE" configuration_ name='ININ gMON LOCAL 5G CORE - 5G LOGINNOV' created_on="Wed Nov 26 2014 17:05:41 GMT+0100 (Central Eurcpe Standard Time)"

custom_parameter_1="5W" revision="61" />

<Global_data aliasHash="ade45" apn="apn" client_version="5.0.77-ibase" config_id="354" cycle_id="1655853025703933" dongle="Sierra-WirelessEM3191"

firmware="01.07.19.00 GENERI 016.010 001" hash="ade45fd62chbcicc689aeb02dbb2560658717158d" ime
©0s_name="Ubuntu" os_version="18.04" wo_duration="47.0" />

<Measurement client ip=
client_start_gps_latitude
client_stop_gps_longitude
radio_access_type_handover="0" radio_access_type_start=

46.0088" client start gps longitude=
14.4973" dont_fragment_bit="1" interval_between_icmp_packets_ms="50"

radio lac stop="-1" radio net operator:
radio_nr_access_technology start="5G" radio_nr_access_technology stop="5G" radio_nr band=
radio_nr_carrier_index_start="0" radio_nr_carrier_index_stop="0" radio_nr_cell_id="500" radio_nr_cell_.

radio nr rsrp_dbm start
radic nr rssi_dbm sta.

-77" radio_nr_rsrp_dbm stop="-77" radio_nr_rsrq db="-11" radio_nr_rsrq db_start
" radio nr rssi dbm stop="-45" radio nr rx channe

UKA KOPER"

78.58.250.74" client_ipvd_for_gecloc="178.5B.250.74" client start gps altitude="298" client start gps_altitude units="m"
14.4973" client stop gps altitude="298" client stop gps altitude units="m" client stop gps latitude="45.0088"
ip_version="4" packet_size_bytes= R

"5G" radio_access_type_stop="5G" radio_cell id="500" radio_cell_id_handove
radio_cell_id_stop="500" radic_duration="-1" radio_duration_start="0.229629993439" radio_duration_stop="0.177762985229" radio_lac="-1
"LUKA KOPER" radio_net_operator start="LUKA KOPER" io_net_operator_stop="

radio_nr_band start="n78" radio nr band stop="n78" radio_nr carrier index
_start="500" radio_nr_cell_
radio_nr_ch_bw_mhz_start="50" radio_nr_ch_bw_mhz_stop="50" radio_nr_dl mimo="0" radio_nr_dl_mimo_start="0" radio_nr_dl_mimo_stop=
"-11" radio_nr_rsrq_db_stop="-11" radio_nr_rssi_dbm="-45"
"632628" radio nr rx channel start="632628" radio nr rx channel stop="632628" radio nr sinr db="40.0"

2" radio_access_type="5G
0" radio_cell_id start=

500"

adio_nr_access_technolog:

d_stop="500" radio_nr_ch_bw_mhz="50"
radio_nr_rsrp_dbm="-77"

radio_nr_sinr_db_start="40.0" radio_nr_sinr_db_stop="40.0" radio_nr_tac="100" radic_nr_tac_start="100" radio_nr_tac_stop="100" radio_nr_tx_channel="632628
radio_nr_tx_channel_start="63262B" radio_nr_tx_channel_stop="632628" radio_nr_tx_power dbm="0" radio nr_tx power_ dbm start="0" radio_nr_tx_power_dbm stop="0" radio_nr_ul_mimo="0"
radio nr ul mimo_start="0" radic nr ul mimo stop="0" radic_operator code="00101" radioc operator code start="00101" radic_operator code stop="00101" radio registration state="1"

radio_registration_state_start="1" radio_registration_state stop="1" radio_rssi_dbm="-1" radio_rssi_dbm_start="-1" radio_rssi_dbm_stop:

06-2123:10:26" type="ping_test">
<rtt_ms status="Success’
<rtt ms status="Success”
<rtt_ms status="Success"
<rtt_ms status="Success"
<rtt_ms status="Success"

L2</Ttt_ms>
.B</rtt_ms>
LB</rtt_ms>
L9</rtt_ms>
S9</rtt_ms>

<rtt_ms status="Success’ .9</rtt_ms>
<rtt ms status="Success" ¢ .9</rtt_ms>
<rtt_ms status="Success' status_code= .B</rtt_ms>

<rtt ms status="Success’ status_code="0">21.9</rtt ms>
<rtt_ms status="Success' status_code="0">20.9</rtt_ms>

Figure 140: List of log files (measurement results) uploaded by gMON Agent to gMON Collector.

radio_lac_handover="0" radic_lac_start:
a"

55890340268015" imsi="001010000027999" mobile mode="1" modem temperature="70"

-1"

“ target_ip="192.168.203.1" timestamp="2022-
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gMON analytics (step 5) — expected results (Ul):

M Map

Battery Laval Radio KPls

WA

‘GMON LOCAL 5 CORE - 56 LOGINNOV | = Radio KPts - Last 240

Tech Operator PLMN

Ensbled Tests Average Work Order Duratior

> Upload

» Web

Figure 141: Graphical representation of results (qMON Analytics tool).
Step 6: continuous testing.

gMON Agent status on the Android app (step 7) — expected results (Ul):

20:06 = & = - X Q5. 88%E

ntemet
NSTITUTE c9f45
c9f45455182d909b040d28a425effb241Android

https://mndev.iinstitute.eu

T OPERATOR: MOBITEL
Config-id: 300 Access Type: LTE
Enabled measurements: New Radio: available
- PING Cell ID: 129075403
- DNS TAC: 43

RSRP_dBm: -94

RSRQ_dB: -12

Band: B20

RX channel: 6201

TX channel: 24201

PCI: 410

LOCATION: gps

STATISTICS:
Cycles started: 3
Last start: 2022-06-21 20:06:10
Last duration:
Average duratiol

Server: 8.8.8.8

Last ping ave
Average ping: 41
S0 ms
41.269 ms
40 ms

30 ms

Figure 142: gqMON Agent status while performing measurements.
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gMON Analytics (step 8) — expected results (Ul):

Figure 143: Graphical representation of results (qMON Analytics tool).

Error Description if test negative

Proposal Solution if test negative
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Testprotocol Koper#8

Datum/Date: Apr 2022 — Feb 2023

Test case type ():

Pre-test, Trial

Tested by: CONTI, LK

Test scenario:

Testcase: UC5-S5-1 (STORYBOARD_#5)

altitude

Short description: Collection of position data, including vehicle speed, acceleration,

App./Infrastructure: backend system in Luka Koper

Testcase Manager: Alex Budisan

Prerequisite
S

Continental 10T device connected to test vehicle (10T device connected to
vehicle power supply, GNSS and GPs antennas connected to device, 10T device

connected to vehicle CAN bus)
Backend system is active

Necessary -
test data
Aktivity Steps
Step Description Expected Result
Name
Step 1 | Turn the ignition on I0T device is powered on and
starts connection to cellular
network
Step 2 | Start test drive I0T device collects location
and vehicle data
Step 3 | Stop test drive and turn ignition
off IoT device powers off
Expected All data from trip is collected (e.g. GNSS data, fuel consumption, standstill
result time)

Test Result (including Screenshots, Photos etc.)

Expected result: ok
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Figure 1 Conti loT device installed in vehicle

Figure 2 Location data collected from multiple vehicles
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Figure 3 Speed information collected from single vehicle

Error Description if test negative

Proposal Solution if test negative
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Testprotocol Koper#9

Datum/Date: Dec 2021 — Jan 2022, Oct 2022 — Feb 2023

Test case type ():

Trial

Tested by: VICOM, LK

Test scenario:

Testcase: UC5-S6-1 (STORYBOARD_#6)

Short description: Optical Character Recognition of container markings and Container
Damage Detection

App./Infrastructure: laaS in Luka Koper

Testcase Manager: Jurij Minrik, Andoni Cortes

Prerequisites

Kafka server to transmit information between modules, listening on a
topic

List of the containers for that day. This will be used as ground truth to
measure the accuracy of the system. This information should be added to
the system by means of a json file.

Perception instance module deployed

Data Analysis module deployed

Necessary - Video Streaming from cameras A, B, Cr and ClI (installed in the STS
test data crane)

- Four cameras connected and functional or if this were not possible,
cameras could be replaced by videos, each corresponding to each of the
cameras.

Aktivity Steps

Step Description Expected Result

Name

Step1 | Cameras capturing video Video streaming sent to the
5G network

Step 2 | Establish 5G communication

Step 3 | Pl receiving video stream Video Streaming received by
the PI

Step 4 | Pl analyzes received image Image analysis is performed

Step 4 | Pl sending results to Kafka topic Results of the PI published in
the Kafka topic

Step 5 | Data processing generates output Results of the post processing
in the Kafka topic

Step 6 Inference time of each module is Inference time less than time

processed to manually process
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Step 7 | Calculate the accuracy of the result | If a container detected id
comparing with the list of codes matches with one in the
from the port provided list, then accuracy is
incremented.
Expected Json with the following information:
result - Container detection (bounding box location and confidence)

Identification number (code, bbox and confidence)
IMDG labels (type, bbox, confidence)
Damages (type, bbox, confidence)

K-KPI20 - Model Inference Time
K-KPI119 - Model accuracy/reliability of the identification detection

Test Result (including Screenshots, Photos etc.)

Expected result: yes

Container detection, text detection:

5 e |

Figure : Detecting container and text placed on the container.

Container detection, text detection and IMDG label detection:
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Figure 144: Detecting container, then texts and finally the IMDG label.

Damages detection:

Figure 145: Detecting damages on surfaces.

Error Description if test negative

Proposal Solution if test negative
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Testprotocol Koper#10

Datum/Date: Apr 2022, Jan 2023

Test case type (): Pre-test, Trial

Tested by: ININ, LK

Test scenario:

Testcase: UC6-S7-1 (STORYBOARD_#7)

Short description: Drone based video streaming

App./Infrastructure: 5G Network, 5G UE, Drone with flight control and video streaming
application (smart phone based), Video proxy application

Testcase Manager: Jurij Mirnik, Janez Sterle, Luka Korsic, Rudolf Susnik

Prerequisites

Operational 5G network in port environment.

Operational video streaming proxy component deployed in Mobile laaS.
Operational mobile terminal used as video proxy between drone and 5G
RAN (use appropriate 5G-enabled USIM card).

Operational client devices to play the live streams received from drone.

Deployed drone connected to the 5G UE.

Necessary - NA

test data

Activity Steps
Step Description Expected Result
Name

Step 1 | Startvideo proxy application on

5G UE.

Video proxy application is
running.

Step 2 | Verify that video streaming is

working on all client devices (e.g.
mobiles phones, computers,
dashboards)

Video stream from a drone
camera is received on client
devices.

Step 3 | Start with the flight according to

the schedule, stick to the flight
trajectory as required.

Drone is flying according to
the expected route.

Step4 | Based on a test plan evaluate

received video stream according
to subjective MOS score (1 - 5).

MOS score is taken.

Step 5 | Stop video streaming

applications when arriving at the
end of the planned track.

gdMON Agent status
indicate usage of applied
WO.
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Expected
result

As part of a Drone based video streaming subjective MOS score evaluation will
be taken.

Test Result (including Screenshots, Photos etc.)

Expected result: yes

Drone based video streaming (step 1 - 5) — expected results:

Figure 146: Streaming video from the drone to the UE.

Error Description if test negative

Proposal Solution if test negative
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Testprotocol Koper#11

Datum/Date: Apr 2022, Jan 2023

Test case type ():
Tested by: ININ, LK

Test scenario:

Pre-test, Trial

Testcase: UC6-S7-2 (STORYBOARD _#7)

Short description: Body worn camera-based video streaming

App./Infrastructure: 5G Network, 5G UE, Wearable camera with video streaming application

(e.g. dedicated or smart phone based), Video proxy application.

Testcase Manager: Jurij Mirnik, Janez Sterle, Luka Korsic, Rudolf Susnik

Prerequisites - Operational 5G network in port environment.
- Operational video streaming proxy component deployed in Mobile laaS.
- Operational mobile terminal used as video proxy between drone and 5G

RAN (use appropriate 5G-enabled USIM card).

- Operational client devices to play the live streams received from drone.
- Deployed drone connected to the 5G UE.

Necessary - NA

test data

Activity Steps

Step Description Expected Result

Name

Step 1 | Start video application (on Video application and video
dedicated wearable camera or proxy is running.
smart phone based) and video
proxy application.

Step 2 | Verify that video streaming is Video stream from a
working on all client devices (e.g. | wearable camera is received
mobiles phones, computers, on client devices.
dashboards).

Step 3 | Start with the defined security Correlate received video
procedure. with taken security

procedures.

Step4 | Based on a test plan evaluate MOS score is taken.
received video stream according
to subjective MOS score (1 - 5).

Step 5 | Stop video streaming Video application and video
applications when arriving at the | proxy stopped.
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end of the planned security

procedure.
Expected As part of a body worn camera-based video streaming subjective MOS score
result evaluation will be taken.

Test Result (including Screenshots, Photos etc.)

Expected result: yes

Drone based video streaming (step 1 - 5) — expected results:

C A NotSecure | 192.168.203.6:8080/browserfs.html b B® DGO

X NEXES Dashboard ¥ Bookmarks [5 Grafana £5 56 E5 4gNBINB-loT [ LTEandEPC [E5 QoS4Gand 56 E5 Blagovne znamke uL Testing £ H2020 Dr » | B3 Other Bookmar

- . ey e

Figure 147: Streaming video from the body-worn camera

Error Description if test negative

Proposal Solution if test negative
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Testprotocol Koper#12

Datum/Date: Dec 2021 — Jan 2022, Sept 2022 — Feb 2023
Test case type (): Pre-test, Trial

Tested by: VICOM, LK

Testszenario:

Testcase: UC6-S8-1 (STORYBOARD #8)

Short description: People and vehicle detection in the controlled area

App./Infrastructure: laaS in Luka Koper

Testcase Manager: Jurij Minrik, Andoni Cortes

Prerequisites - Kafka server to transmit information between modules, listening on a
topic

- Perception instance module for UC6 deployed

- 2d region of interest defined for the camera

Necessary - Labeled video of the region of interest for detection models evaluation
test data purpose

Aktivity Steps

Step Description Expected Result

Name

Step 1 | Acquire Images from Video Images acquired from video

Step 2 | Pl receiving video stream Video Streaming received by
the PI

Step 4 | Pl analyzes received image Image analysis is performed

Step 5 | Pl sending results to kafka topic Results of the PI published in
the kafka topic

Step 6 | Inference time of the detection Inference time less than time
algorithm is calculated to manually process
Step 7 | Calculate the accuracy of the result | If a container detected id
comparing output to annotated matches with one in the
labels. Different metrics will be provided list then accuracy is
calculated and sent. incremented.
Expected Json with the following information:
result - Object inside Region of Interest(type, bbox, confidence)

K-KPI120 - Model Inference Time
K-KPI19 - Model accuracy/reliability of the identification detection
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Test Result (including Screenshots, Photos etc.)

Expected result: yes
Objects Visual detection:
Classes: Person, Motorcycle, Train, Car, Truck
“ ‘T

NG _cSkprod2e0t

ar 0.29

Figure 148: Koper - Different perspective scenarios for Object detection

Error Description if test negative

Proposal Solution if test negative
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|Septembe N be
uc Test case ID hort d Test case type |December |lanuary |February |March  [April |M=y bune  fiuly  |August ‘.— pembe | ctober ‘r ovembe | ecember [January |February ‘Manh ‘April
Storyboard #1 UC1-51-1 |Inital 5G loT System z ation Pre-test
UCLS1-1_[5G loT System Trial
5.1 [Initial Pry Depl
Storyboard 2 |_UCL-SZ-L_|niil Private 56 System t Automation Pre-test
UC1-52-1_|Private 5G System Deployment Automation Trial
UC1-S3-1_|lnitial 5G Drive test (n7 5G NR, Macro CN) Pre-test
Storyboad #3 | UCI-S3-2_|5G Drive test (n7&n78 5G NR, Local CN/MEC) Trial
v UC1-532_[5G Drive test (n7&n78 5G NR, Local CN/MEC) Trial
UC1-54-1 |Continous 5G NSA testing (n7 5G NR, Macro CN) Pre-test
Continous 5G NSA testing (n7&n78 5G NR, Local
uctsa2 e Trial
Storyboad #4
oryboa o ‘c:ar;mous 5G SA testing (n78 5G NR, 5G CN, Mobile e
creas ‘Con(;nous 5G SA testing (178 5G NR, 56 CN, Mobile -
2a:
UCS-55-1 Sloonl; 10T device data collection - Analytics in CONTI Bt
Storyboad #5 =
ucs UCS-55-2 [ContiloT device data collection - Analytics in LK cloud | Trial
UC5-S6-1 |VICOM - Container OCR and Damage Detection Pre-test
Storyboad #6 R
UC5-56-1_|VICOM -Container OCR and Damage Detection Trial
Uco.s7.4_|Drone based ideo treaming Pre-test
——— Drone based video streaming Trial
s UCo.57-2 [Body worn camera based video streaming Pre-test
Body worn camera based video streaming Trial
UC6-S8-1_|VICOM - A/ML based video analytics Pre-test
Storyboad #8
s UC6-58-1_|VICOM - Al/ML based video analytics Trial

D1.4 ‘Initial specification of evaluation and KPI's’ version V1.7

D2.2 ‘Data collection and evaluation procedures’ V1.1

D3.1 ‘Trial methodology, planning and coordination’ V1.0

D3.2 '5G-LOGINNOV_D3.2_Testcases Planning V106-27062022.xIsx’
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