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ABSTRACT The Internet of Things (IoT) will shortly be undergoing a major transformation from a sensor-
driven paradigm to one that is heavily complemented by actuators, drones, and robots. The real-time
situational awareness of such active systems requires sensed data to be transmitted in the uplink to edge-
cloud, processed, and control instructions transmitted in the downlink. Since many of these applications will
be mission critical, the most suitable connectivity family will be cellular due to the availability of licensed
spectrum able to protect the offered communications service. However, while much focus in the past was
on the uplink of machine-type communications, little attention has been paid to the end-to-end reliability,
latency, and energy consumption comprising both up and downlinks. To address this gap, in this paper,
we focus on the definition, design, and analysis of machine-type multicast service (MtMS). We discuss
the different procedures that need to be redesigned for MtMS and we derive the most appropriate design
drivers by analyzing different performance indicators, such as scalability, reliability, latency, and energy
consumption. We also discuss the open issues to be considered in future research aimed at enhancing the

capabilities of MtMS to support a wide variety of 5G IoT use cases.

INDEX TERMS IoT, 5G, MTC, E2E, multicast, MtMS, LTE-M.

I. INTRODUCTION

The Internet of Things (IoT) [1], [2] is predicted to
inter-connect billions of devices over the next decades to
come [3]. The resulting spatial and temporal data granularity
is expected to yield significant business as well as consumer
benefits that will be at par with today’s Internet [4].

To date, most IoT applications pertain to some form of
sensing. For instance, smart city IoT applications [5] would
measure pollution, or the amount of cars in the streets, etc.
That requires a specific sensor to be connected to a radio
and transmit the information in the uplink, either regularly
or when the event occurs. However, the IoT landscape is
expected to change significantly with more “things”” becom-
ing active elements [1]. In the future, we will have sensors

complemented by actuators, drones and other form of robots.
In the context of smart cities, for instance, pollution and
traffic sensors would gather real-time information about the
city’s traffic at high spatial resolution, which is then big data
processed, thereupon actuators change traffic lights in order
to minimize pollution and congestion.

Expanding the IoT into above mentioned capabilities,
requires information to be transmitted with very high reliabil-
ity and decisions to be taken almost in real-time. That, in turn,
requires connectivity technologies able to offer service level
agreements (SLAS), i.e., cellular 3GPP technologies [6] such
as Long Term Evolution (LTE) [7] and beyond 5G [8] systems
that are therefore the focus of this paper. Furthermore, it
requires the uplink (UL) and downlink (DL) to be designed
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FIGURE 1. The different components of the end-to-end delay in MTC environments.

jointly with end-to-end delay minimization being a native
part of the design. To date, however, mainly only the UL
capabilities were studied whereas very little information is
available on the downlink for the IoT.

In more details, milestone state of the art contributions
for UL machine-type communications (MTC) are related to
the improvement of the random access (RA) procedure [9].
Solutions such as [10]-[12] enhanced the RA by designing
strategies able to guarantee low delays in the UL direction.
From a downlink point of view, the contributions in literature
mainly focused on the improvement of the paging proce-
dure [13] to simultaneously send control messages toward
a huge number of devices [14], [15]. Solutions to cut the
delay in DL direction have not been properly investigated.
In addition, strategies that efficiently support group-oriented
(e.g., mulitcast) MTC traffic are still needed to be designed
in order to cut delays and allow scalability when the number
of receivers is huge. The core network introduces delays
to either UL and DL in terms of lower delay in the data
plane and higher delay in the control plane; this is due to the
overhead in the control plane that is no longer negligible when
considering MTC data traffic usually characterized by small
packets.

In the light of above, our novel contribution is to
focus on end-to-end design and analysis of MTC, includ-
ing the UL access and DL machine-type multicast
service (MtMS). We present the architecture, functionali-
ties and different procedures that need to be re-designed
to enable the efficient transmission of multicast data
toward a large set of MTC devices. We analyse differ-
ent performance indicators such as scalability, reliabil-
ity, latency and energy consumption in order to evaluate
the effectiveness of the design solutions defined for our
proposed MtMS.
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The paper is structured as follows. Section II analyses all
the different sources of delay in the end-to-end MTC traffic
and summarizes the limitations of legacy group-oriented ser-
vices when dealing with the unique features of MTC traffic.
In Section III, we present the MtMS by describing the archi-
tectural components and the procedures to be adopted to
efficiently support MTC multicast traffic. In Section IV, we
provide the system model exploited to evaluate the perfor-
mance of MtMS. The achieved results are shown in Section V.
Section VI summarizes the results of our proposed MtMS
and discusses possible research directions to further optimize
MtMS and the end-to-end delay of MTC traffic. Section VII
provides the conclusive remarks of the paper.

Il. THE END-TO-END DELAY IN MTC ENVIRONMENTS
The end-to-end path in MTC environments is depicted in
Fig. 1. We can denote the presence of three main segments:
UL, core network, DL. The key features of each segment are
discussed in the remainder of this Section, where we also
survey the solutions in literature to improve each segment of
the end-to-end path.

A. DELAY IN THE UPLINK DIRECTION
The UL is exploited by MTC devices to send data to remote
servers. The UL data transmission is accomplished through
the random access (RA) procedure, which is performed when
the user equipment (UE) is not synchronized with the network
(i.e., idle state) [16]. This is due to the exploitation of the dis-
continuous reception (DRX) [17] mode, where devices turn
off the radio interface to save energy and wake up periodically
to send data or to check for incoming traffic.

The RA procedure defined by 3GPP is an ALOHA-based
radio access. Every RA slot, UL radio resources (Physical
Random Access Channel, PRACH) are reserved to initiate
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the RA procedure by means of the transmission of an orthog-
onal preamble (Msgl). In case two devices send the same
preamble in the same RA slot, then a collision occurs. At the
reception of Msg1, the base station sends the Random Access
Response (RAR, a.k.a. Msg2), which contains information
about the detected preamble, uplink timing alignment, and the
grant for the transmission of the Msg3 on the Physical Uplink
Shared Channel (PUSCH). Finally, the Msg4 terminates the
RA procedure and confirms the grant for the subsequent data
transmission on the PUSCH.

The UL direction represents the most studied aspect of
MTC traffic. Studies in literature investigate the issues of the
3GPP RA, mainly related to the limited number of pream-
bles (i.e., 54) available to perform the transmission of
Msgl [9], [18]; this aspect strongly limits the scalability of
the RA and thus introduces delay as devices that experience
collisions on the preamble transmission need to re-schedule
anovel RA attempt.

To overcome the limitations of the legacy 3GPP RA, the
access class barring (ACB) [19] has introduced the idea of
exploiting a backoff mechanism before the transmission of
Msgl to avoid a high number of collisions in case of net-
work overload. The backoff value is obtained by considering
some parameters (in particular, a probability factor and the
barring timer relevant to the pre-defined ACB classes) broad-
casted by the base station. Similarly, the extended access
barring (EAB) [14] has introduced backoff mechanisms for
delay-tolerant services in order to guarantee the availability of
a higher number of preambles for delay-constrained devices.
Although ACB and EAB approaches may guarantee short
access delays to high-priority devices, this is paid with the
introduction of higher delays for other devices. In order to cut
delays, other solutions have proposed to send data directly in
the Msg3 of the RA procedure [20] or without performing the
RA procedure [21]. Nevertheless, these approaches lack in
terms of flexibility as they require fixed size and modulation
and coding schemes for the transmitted packets.

A novel approach for the RA is represented by the code
expanded [11], which is based on the idea of sending an
access code-word composed of several preambles instead
of sending only one Msgl. To this end, several RA slots
are grouped to form one RA frame. This approach allows
to drastically increase the number of contention resources
and, therefore, is able to potentially support huge MTC load;
furthermore, it could allow to cut the delay by avoiding the
need of RA re-attempts. The code-expanded can also be
exploited to enable the transmission of low-latency messages
(e.g., alarms). In [12], the reception of mission critical mes-
sages at the base station is associated with the reception of
some pre-defined access code-words. This approach is able
to avoid the transmission of Msg3 and Msg4 and thus cuts
the delay on the UL direction.

B. DELAY IN THE CORE NETWORK
The core network introduces delays due to the procedures
performed to manage control and data traffic. The LTE core
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network has a significantly lower latency compared to earlier
3GPP releases [7], thanks to the use of a flat architecture
composed of one entity in the control plane (i.e., the mobility
management entity, MME) and one entity in the data plane
(i.e., the serving gateway, SGW). However, in either of
downlink and uplink directions, the core network introduces
additional delays to the end-to-end communication. These
delays will be different for the data plane and the control
plane. On the data plane, the round-trip data delay is mea-
sured by the time it takes for a small packet to travel from
an IoT node to the service capability server (SCS, which
gathers data from the sensors and then sends commands to
the actuators) and back. On the control plane, the latency
is measured as the time required for an IoT node to transit
from idle state to active state in order to send or receive data
traffic.

Taking multiple contributing factors such as the scheduler,
frame size, retransmission delay and waiting time for the next
transmission frame, round-trip delay in the LTE network can
add up to 10-20 ms, while the additional element by the core
network in this is minimal and in the order of 1 ms [22].
However, the round-trip delay is reported ten to hundred
fold higher based on the measurements [23]. Solutions to
activate the UEs for UL transmission without (or minimal)
intervention of the core network in order to cut overhead and
delay are currently under investigation [16].

In the direction of cutting overhead and delay in the mobile
core, softwarization and virtualization paradigms are gain-
ing importance in the design of future 5G system architec-
ture [24]-[27]. These paradigms allow flexibility of network
functions deployment by decoupling network functionalities
from the underlying hardware. This could allow to properly
configure data ad control planes in order to achieve control
overhead (for instance, by avoiding mobility management
mechanisms in scenarios with fixed MTC device) and delay
(e.g., by moving functionalities close to the edge to avoid
to contact entities in the core network) reductions when
handling MTC traffic. Nevertheless, further studies are still
required to exploit softwarization and virtualization in the
mobile core.

C. DELAY IN THE DOWNLINK DIRECTION

The DL data transmission over mobile cellular networks is
performed by means of the paging procedure [13], triggered
by the network to inform MTC devices about incoming data
traffic. By considering that MTC UEs are usually in idle
state, after the reception of the paging message the devices
perform the RA procedure to acquire synchronization with
the network in order to be scheduled for the reception of data
traffic. As a consequence, the RA influences both DL and UL
segments in the end-to-end communication.

The main issue relevant to the paging procedure defined
by 3GPP is the capacity: only 16 devices can be paged in
each paging occasion. Furthermore, only two paging occa-
sions are available in a radio frame of 10ms. In addition
to the scalability, the paging introduces a high overhead
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(in terms of amount of control messages) when the number
of devices to be paged is huge. To overcome above issues, the
group-paging [14], [15] has been proposed to simultaneously
page a group of devices. Instead of transmitting one paging
message for each UE, the group-paging identifies multiple
devices with a group identity (GID) and thus performs the
paging on a per-group basis. This drastically reduces the
overhead. It is worth noticing that the group-paging strategy
has been studied only when coupled with the legacy 3GPP
RA procedure, which is not able to handle a high number
of simultaneous accesses. As a consequence, the drawback
of the group-paging is the high collision probability when
the devices perform the RA procedure. The enhancements in
literature focused on the introduction of back-off mechanisms
in order to scatter the RA attempts of devices [28], [29] by
extending the ACB/EAB approaches designed for the UL
direction [19]. These approaches are thus able to reduce the
collision probability during the RA phase, as they reduce
the number of devices contending in the same RA frame,
at the expense of a delay increase.

In the analysis of DL segment, it is worth consider-
ing that several IoT scenarios (such as smart cities, smart
homes, industrial plants, intelligent transportation systems,
etc.) could benefit from the exploitation of group-oriented
(e.g., multicast) services [1]. This scenario poses additional
issues, as it deals with data transmission toward a group
of devices. The Multimedia Broadcast Multicast Services
(MBMS) [30] represents the current standard to support
group-oriented services (e.g., mobile TV, video streaming,
multimedia content download) over mobile networks [31].
When considering the applicability of this standard to MTC
traffic, two aspects need to be considered. The former aspect
is that MBMS is a session-oriented standard: the network
operator is in charge of advertising a specific MBMS session
(e.g., the availability of mobile TV services) provided in
specific areas of its own network. Differently, MTC traffic
needs to be delivered only to a specific group of devices
belonging to a specific customer/tenant of the network. The
second aspect to consider is that MBMS is a human-based
standard as the creation of multicast groups is performed
with the transmission of advertising and joining requests to
all the users in a specific area: this means that the human
interaction is fundamental for MBMS in order to create the
MBMS group. From an MTC point of view, the receivers of
the multicast content are already defined (e.g., a specific set of
actuators that need to perform a specific task) and this pushes
the need of re-thinking announcement and joining procedures
for multicast MTC traffic. Finally, an additional aspect to
be considered is related to the control overhead. As MBMS
usually delivers multimedia content characterized by a huge
amount of data and a long session duration, the control traffic
needed to manage the MBMS session is considerably low
compared to the amount of data traffic. On the contrary, MTC
traffic is usually composed of few bytes that could need to be
delivered under strict delay requirements. Consequently, the
control traffic needs to be re-designed in order to reduce the
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overhead and thus to cut delays and energy consumption of
MTC devices.

In the following Section, we present our solution to support
MTC multicast traffic.

Ill. MACHINE-TYPE MULTICAST SERVICE (MtMS)

In this paper we design the machine-type multicast ser-
vice (MtMS), which aims to define the architecture and the
related control and transmission procedures to efficiently
handle MTC multicast traffic. MtMS takes advantage of
the observation that small-cells [32]-[34] are expected to
provide meaningful benefits (such as latency and energy
consumption reductions and improved coverage and relia-
bility) for MTC traffic compared to the use of traditional
macro-cells [10], [12], [35]. As shown in Fig. 2, MtMS
traffic is provided through home-evolved NodeBs (HeNBs),
i.e., femto-cells, which are connected to the core network
through the HeNB gateway (i.e., HeNB-GW). The role of this
entity is to aggregate control and data traffic for the sake of
overload reduction toward the core network [10].

The different phases of the MtMS session are depicted in
Fig. 3. The MtMS session is initiated by the MtMS serving
center (MtMS-SC), which is the source of the MtMS content
and is implemented at the SCS. The reason behind this choice
is that the SCS is the anchor point of MTC devices with
the mobile core, i.e., the SCS receives/sends data from/to
MTC devices [36]. In case of an end-to-end communication
between sensors and actuators, the SCS triggers a multicast
session request to the MtMS-SC. The SCS provides the
MtMS-SC with the parameters of the MtMS session, i.e., the
set of devices to be served and the data content to be delivered.
These parameters are properly selected according to the type,
value, and the transmitter identity of the data received in the
UL direction. The implementation of the MtMS-SC at the
SCS thus allows to realize the shift from a network-based to
a customer-based group initialization, where the owner of the
MTC devices is in charge of selecting the proper group of
machines to be served. This means that the service announce-
ment procedure, which involves interactions with the users in
the legacy MBMS sessions, can be now avoided. This design
choice cuts delays, energy consumption, and overhead from
an MTC point of view, with consequent benefits in terms of
resource utilization from a network point of view.

The MtMS-SC initiates the MtMS session by for-
warding the multicast content (through the SGi-mb user
plane interface) and the list of devices to be served
(through the SGmb control plane interface) at the MrMS
gateway (MtMS-GW). This entity initiates the MtMS session
within the 3GPP network by triggering the joining procedure
at the MME through the Sm control interface. Once the join-
ing procedure is triggered, the MME provides the MtMS coor-
dination entity (MtMS-CE) with the tracking area information
relevant to the devices to be paged through the M3 control
interface. The joining procedure is thus locally handled at
the MtMS-CE. Once the joining procedure is accomplished,
the MtMS-GW performs the data delivery by conveying data
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packets to involved cells through the M1 user plane interface.
During the content delivery, the MtMS-CE controls the set
of cells involved in the MtMS session by means of handling
the allocation of time/frequency resources and the related
transmission parameters (e.g., power, modulation and coding
scheme). The information relevant to these parameters is sent
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by the MtMS-CE to the involved cells through the M2 control

interface.

As depicted in Fig. 2, MtMS-GW and MtMS-CE are log-
ically implemented at the HeNB-GW as this node acts as
aggregator point for the femto-cells providing connectivity
to the MTC devices. In case the HeNB-GW implements
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part of the MME functionalities (e.g., updating tracking area
information of devices), the joining procedure can be han-
dled without the intervention of the MME. To this aim,
the M3’ interface is designed as a logical control interface
allowing a direct communication between the MtMS-GW and
MtMS-CE.

The joining phase is accomplished through the paging pro-
cedure, exploited to inform MTC devices in idle state about
the incoming MtMS data. As stated above, the paging consists
of two phases, i.e., the transmission of the paging messages
sent by the HeNB(s) and the subsequent RA procedure.
The paging can be accomplished with different strategies,
i.e., the legacy 3GPP procedure [13] and the group-paging
scheme [14], [15], where the latter approach guarantees scal-
ability and overhead reduction [15]. In terms of RA, to avoid
the high collision probability of the legacy 3GPP RA [9], [16],
the code-expanded scheme represents a viable solution to
manage the large group of devices involved in the MtMS
session [11].

According to the above considerations, the joint exploita-
tion of group-paging and code-expanded RA seems a
viable solution for the joining phase of MtMS. Neverthe-
less, it is important to take into consideration the current
trends in the design of MTC devices. Indeed, the need
of reducing the cost of IoT devices [37] pushes the idea
of exploiting deployment with small channel bandwidth in
order to reduce the hardware complexity of MTC equip-
ment. Examples of this trend are LTE-M and Narrow-Band
IoT (NB-I0oT), which aim to reduce the bandwidth down to
1.4MHz and 180kHz, respectively [38], [39]. The exploita-
tion of small channel bandwidth could involve a delay (and
consequently energy consumption) increase due to the limited
amount of time/frequency resources available on the radio
interface. To overcome this limitation without losing the ben-
efits in terms of low overhead offered by the group-paging
strategy, we propose the enhanced group-paging procedure
where the MtMS group is split into different subgroups and
the paging is thus performed on a per-subgroup basis. The
subgroup size and the time interval between paging messages
are determined by the amount of resources available on the
radio interface. For instance, if we consider a channel band-
width of 1.4MHz (i.e., 6 resources blocks) with symmetric
UL/DL configuration and with a RA slot periodicity equal to
Sms, we can assume the availability of 12 and 24 resources
for UL and DL data channels, respectively, in a frame of
10ms (due to the fact that a subset of 6 UL resources is
reserved for the transmission of the RA preambles in each
RA slot). This means that the bottleneck to be considered
for the selection of the subgroup size of the enhanced group-
paging is the UL direction, which has a reduced capacity
compared to the DL. Furthermore, to avoid a high overhead
as in the 3GPP paging due to the transmission of paging
messages every RA frame, the time interval between two
paging messages needs to be properly tuned according to the
average delay of data reception. By considering this aspect,
the enhanced group-paging has been designed to page 36 UEs
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every 30ms, where 30ms is the expected average delay of
the MtMS session and 36 UL resources are available in an
interval of 30ms. The effectiveness of these choices will be
testified by the results in Sec. V.

Once the joining procedure is terminated, the MtMS-GW
triggers the data transmission to the involved UEs. It is worth
to underline that, in legacy MBMS sessions, the content is
delivered simultaneously to all the involved devices. When
considering MtMS sessions, this would involve that all MTC
devices need to wait until the whole set of devices has been
successfully paged and this means high delays and energy
consumptions. In addition, an MtMS session could require to
accomplish data delivery within a specific time window; if a
subset of devices is not able to terminate the joining procedure
within the pre-defined time window, MtMS data will not
be delivered. As a consequence, a more viable approach for
MtMS is to schedule a data content transmission every time
a subset of UEs accomplishes the joining phase in order to
increase the number of devices successfully served within the
MtMS time window.

Concerning the delivery of MtMS data, unicast and multi-
cast transmission modes [30], [31], [40] represent two solu-
tions to be considered for MtMS, in order to evaluate their
pros and cons when applied to the transmission of small data
content in deployments with small channel bandwidth.

In the remainder of this paper, we will evaluate the impact
of above addressed paging, RA, and data transmission strate-
gies on the performance of MtMS. To this end, in the next
Section we will present an analytical model designed to
evaluate different performance metrics for the MtMS session.

IV. ANALYTICAL MODEL

In the following, the analytical model to estimate the perfor-
mance of an MtMS session is presented. Our model takes
into consideration the joining and the content delivery phases.
Table 1 lists the notations used in the paper.

A. THE JOINING PROCEDURE

We indicate with K the total number of devices involved in
the MtMS session. Such devices need to receive the MtMS
content within a time interval equal to 7707 . The HeNB can
send paging messages with a periodicity equal to T®4, which
also represents the duration of the RA slot. At the reception
of the paging message, a UE starts the RA procedure with
the aim to acquire synchronization with the network as well
as to be scheduled for data reception. In order to model
3GPP and code-expanded RA procedures, we assume that the
RA is performed in a RA frame composed of A RA slots;
A = 1 refers to the 3GPP RA while A > 1 refers to the code-
expanded RA. The duration of the RA frame is thus 774 . A.
We indicate with «; , the number of devices performing the
n-th attempt of RA procedure in the i-th RA frame, where
i=1,...,1.Itis worth noticing that the values of «; , when
n = 1 are given by the considered paging procedure. The
parameter / is computed according to 7797 . By considering
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TABLE 1. List of notations.

Notation  Definition Value
K MMS group size 50-500
TTOoT Total time interval to accomplish content  1s
delivery
TRA Interval between two RA slots 5ms [14]
A Number of RA slots in the RA frame 1 (S-RA) [14];
2 (CE-RA) [11]
Qin Number of devices that perform the n-th ~ (4)
RA attempt in the i-th RA frame
N Maximum number of RA attempts 10 [14]
I Maximum number of RA frames (€))
R Number of preambles 54 [14]
C Number of code-words RA
p(C, a;.n) Success probability in the i-th RA frame (2)
TRAR Processing time to detect a preamble 2ms [15]
WEAR " RAR window 5ms [15]
MREAR Number of code-words addressed in a 6 [14]
single RAR message
KFEAR  Maximum number of devices that can be =~ MTAR
acknowledged in a RA frame WERAR . A
wEB Backoff window size 20ms [14]
af n Number of devices that performed the n-  (3)
' th RA attempt in the i-th RA frame and
successfully received the RAR message
Bi Number of devices to be scheduled for  (9)
Msg3 transmission in the i-th RA frame
Bf Number of devices that successfully (8)
transmitted the Msg3 in the i-th RA
frame
U Resources for Msg3 in the RA frame 6 [14]
Yi Number of devices to be scheduled in the  (11)
i-th RA frame to receive the Msg4
'yis Number of devices that successfully re-  (10)
ceived the Msg4 in the i-th RA frame
D Resources for Msg4 and data in the RA 12
slot
Ddata Resources needed to deliver the content 1-5
0; Number of devices to be scheduled in the  (14)
i-th frame to receive the data content
(5? Number of devices that successfully re-  (12), (13)
ceived the data content in the ¢-th frame
T Delay after n RA attempts (17)
TP Delay to send the Msg3 and to receive  Hms [15]
the related acknowledgment
T Delay to receive the Msg4 and to send  5ms [15]
the related acknowledgment
T3 Delay to receive the data content 5ms, lms [15]
p””e Power consumption in idle state 25mW [41]
pl® Power consumption in transmitting state ~ 100mW [38]
phe Power consumption in receiving state 100mW [38]
o Power consumption after n RA attempts ~ (19)

that 7797 is a value expressed in milliseconds, we thus have:

rroT
[ = ——— 1
TR 4 (D
We consider that n = 1, ..., N, where N is the maximum

number of allowed attempts before declaring a RA failure.
To perform the RA procedure, each device sends a pream-
ble randomly selected among the R defined for contention-
based RA in every RA slot of the RA frame. The sequence of
preambles chosen by a given device is defined as an access
code-word. According to R and A, the overall number of code-
words in the RA frame is given by C = R“. By considering
the devices attempting to access in the i-th RA frame, we can
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define a success probability! for these devices as follows [11]:

1\ S @)1
) 2

Ca iin) = - =
p(C, ain) < C

After the transmission of the randomly selected access
code-word, a device waits a time interval TRAR before to
start the RAR window, which lasts WR4R . A: in this window
the device expects to receive a RAR addressing the chosen
access code-word. As a RAR message can list up to MFAR
different code-words, the maximum number of code-words
that can be acknowledged per RA frame is given by K*AR =
MPRAR _WRAR . A By considering this, we can model the
number of devices that successfully receive the RAR message
before the RAR window expiration as follows:

) N
i+ p(C. i), it ) i < KRR
o= atin - p(C, i) - KRR . 3)
i , otherwise
Zn:l Qin IO(C7 O‘i‘n)

In case the RAR window expires without the reception of
a RAR message, then the UE declares a failure in the RA
procedure and schedules another RA code-word transmission
by considering a backoff interval equal to WZ-A + 1. By con-
sidering (3), we can derive the number of devices performing
the n-th attempt (with n > 1) of the RA procedure in the i-th
RA frame as suggested by [15]:

smax

Ji
Cin= Y @i @1 —a), ) @
j=r
The values j;-”m and j"** represent the possible indexes of
the RA frames with failure that need to be considered for
possible retransmission in the i-th frame, i.e., a novel RA
attempt can be scheduled in the i-th frame only if the RA
failure happened in a frame /™" < j < j"*. The value
;i represents the portion of devices performing a new RA
attempt in the i-th RA frame after the failure of the (n — 1)-th
RA attempt in the j-th frame; this means that ¢; ; is the portion
of devices that failed at the j-th RA frame and the related
backoff window expires at the i-th RA frame. According
to [15], we can compute these parameters as follows:
RAR RAR BO
= {(i—1)+T +(“;RA,XW ) A] ®)
! TRA . A

while ¢; ; can be derived as in (7), as shown at the top of the
next page.

(6)

IFor the sake of completeness, preamble detection probability should be
considered to compute the success probability. This can be modelled by
considering the power ramping as suggested in [14], where 1 — (1/€") is
the probability of successful preamble transmission at the n-th RA attempt.
Nevertheless, as analysed in [10], a successful preamble reception at the first
attempt can be considered realistic in scenarios where coverage for MTC
devices is provided through the exploitation of femto-cells. Consequently,
for the sake of simplicity, we assume that a preamble is always decoded with
success by the base station as we will consider a femto-cell deployment in
our performance evaluation scenario.
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TRAR + (WRAR + WBO) LA

WBO . A
TRA

WwBO ’
Qj,i =

(j—1)'TRA'A+TRAR+[WRAR+WBO—(i—2)'TRA]'A

(=1 -TRAA—[G—1)-TRA. A 4 TRAR L WRAR . 4]

if it <j<i- TR
TRAR 4 (WRAR 4 yyBO) . 4
- TRA . A
TRAR + WRAR LA @)
TRA . A
TRAR | WRAR . 4

if i

<j<(@-—1)—

WBO . A

0’

, ifi—1)— TR A <ji=ji*

otherwise

The RAR message also carries the uplink grant to transmit
the Msg3 in the following RA frame. We indicate with ; the
number of devices to be scheduled for Msg3 transmission in
the i-th frame. Among the §; devices, the HeNB schedules
the ones (denotes by ,815 ) that will transmit the Msg3 in the
i-th RA frame according to the amount of resources available
in the UL direction. U denotes the number of resources avail-
able in the UL direction every RA slot to transmit the Msg3;
consequently, the overall number of resources for Msg3 in
the i-th RA frame is given by U - A. The parameter ,Bf can be
computed as follows?:

pr =P HA=UA ®)
U -A, otherwise

Consequently, by considering that at the generic i-th frame
the HeNB could also schedule devices that did not transmit
the Msg3 in the previous RA frame, B; can be computed as
follows:

N
Bi=> o, +Bi1—B) ©)

n=1
At the reception of Msg3, the HeNB transmits the Msg4
that contains the information relevant to the data delivery.
We indicate with y; the number of devices to be scheduled for
Msg4 reception in the i-th frame. Among the y; devices, the
HeNB schedules the ones (denotes by yiS ) that will receive
the Msg4 in the i-th RA frame according to the amount of
resources available in the DL direction. We indicate with D
the number of DL resources available to transmit the Msg4;
consequently, the overall number of resources for Msg4 in the
i-th RA frame is given by D-A. By assuming that one resource

can carry the Msg4, we can derive yl-S as follows:

ifyp<D-A
otherwise

S Vi,
S — 10
i DA, (10)

The parameter y; can be computed by considering that at the
generic i-th frame the HeNB could also schedule devices that

2For the sake of completeness, the error probability of Msg3 transmission
should be taken into account to compute ﬂis. Nevertheless, by considering
a deployment environment based on femto-cells, it is realistic to assume
that channel conditions for MTC devices allow a successful data transmis-
sion/reception, as analyzed in [10]. This allows to simplify our model. The
same assumption holds for Msg4 and data content delivery. In addition,
in (8) we assume that one resource can carry the Msg3.
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did not receive the Msg4 in the previous RA frame:
vi= B} + (i1 = Vi) (1D

B. CONTENT DELIVERY
Once a device receives the Msg4, it also receives the infor-
mation on the scheduled opportunity to receive the data con-
tent. We consider that the data content needs an amount of
resources equal to D% to be delivered.> We indicate with 8;
the number of devices scheduled for data reception in the
i-th frame.

In case of unicast transmission, the number of devices that
successfully receive the data content can be computed as
follows:

8i

, if §; - DY <D-A— vy}
85 = {D~A—yis

12
! Ddaa J otherwise a12)

where (12) takes into consideration the fact that a portion
of DL resources has been exploited to transmit the Msg4 to
yiS devices.

In case of multicast transmission, Sis can be computed as

follows:
s 3,
(Sl- = {Ol,

The parameter §; can be computed by considering that at
the generic i-th frame the HeNB could also schedule devices
that did not receive the data content in the previous frame:

Si=yS 481 =85 ). (14)

ifDle < p.A

1
otherwise (13)

C. PERFORMANCE METRICS
1) NUMBER OF PAGING MESSAGES
The first metric under consideration in our analysis is the
number of paging messages, i.e., A, needed to perform the
content deliver. It is computed as follows:
1
A =Zlaivn, withn = 1 (15)
i=1

3For the sake of simplicity, we assume that the amount of resources is
the same for unicast and multicast transmissions. For completeness, a larger
DpAata coyld be necessary for multicast transmissions due to the exploitation
of a more robust modulation and coding scheme to guarantee successful data
reception to the UEs with poor channel conditions [31]. Nevertheless, as

explained in Sec. V, this assumption does not limit the effectiveness of our
proposed model.
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where 1, is the indicator function equal to 1 if x > 0 and 0
otherwise.

2) DELAY OF PAGING PROCEDURE
This metric, denoted by Angfng, indicates the overall delay
needed to perform the paging procedure.

T0T
Apﬂg ing —

=i TR A, with * = max{uyf > 0} (16)
3) AVERAGE DELAY OF PAGING PROCEDURE

The parameter Ap aging indicates the average delay that MTC
devices experience from the instant they are paged to the
instant the paging procedure is accomplished. This value
takes into consideration the overall delay between the first
transmission of the first preamble of the access code-word
and the reception of Msg4. We model the delay that a device
experiences to receive the RAR message after n RA attempts
as follows:

TRA'A A WRAR'A
T;;‘=n-( 5 +1+TRR+T)
WBO+WRAR
+(n—1)-<f> 17)

By also considering the delay to transmit the Msg3 and to
receive the related acknowledgment (i.e., T#) as well as
the delay to receive the Msg4 and to transmit the related
acknowledgment (i.e., TV), we can define the average delay
of the paging procedure as follows:

avg Zz(=l (ZnN 1 Ol Ta) + Bi - T+ + Vi TY
Apaging =
Zl lyl

(13)

4) AVERAGE ENERGY CONSUMPTION OF

PAGING PROCEDURE

This metric is computed by considering the power con-
sumption of device in idle, transmitting and receiving states,
denoted by p'¢, pT* and pR*, respectively. We can derive the
energy consumption of the reception of the RAR message
after n RA attempt as follows:

T A .
Eﬁt —n. ( 5 ptdle +pTx + TRAR .ptdle
WRAR WBO WRAR )
2 RX> + (n—l) . (+) _pldle

19)

By taking into account the energy consumption related to
the Msg3 transmission (i.e., Ef) and that related to Msg4
reception (i.e., EV), then the average energy spent for the
paging procedure can be obtained as follows:

1 N
EY8 Zi:l (Zn 10[

paging

ES)+ BB + i B
Zz lyl

(20)
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5) PERCENTAGE OF DATA DELIVERY SUCCESS

This metric, denoted as @, can be easily computed as the ratio
of the UEs that received the data content within the MtMS
deadline to the overall number of UEs to be served:

Zl 1 8?
—K .

P = (21)
6) TOTAL DELAY OF DATA DELIVERY

This metric, denoted by Agﬁg, indicates the overall delay
needed to accomplish the data delivery by also considering
the time needed for the paging procedure. It can be computed
as follows:

AIOT — . TRA A, with i* = max{ﬂaf > o}. (22)
7) AVERAGE DELAY FOR DATA DELIVERY

The parameter AZ;‘; indicates the average delay for an MTC
device from the moment the device is paged to the moment
the device receives the data content. This value can be defined
as follows:

1 . )

Aavg _ Aavg + Zi:] 81 -T
data — “paging Vi s S
Zi:l i

(23)

where T is the time needed to receive the data content.

8) AVERAGE ENERGY CONSUMPTION FOR DATA DELIVERY
The average energy spent by devices for data delivery can be
obtained as follows:

1 8
avg _ pavg Zi:l 81' -E
Edata - Epaging + Zl_ SS (24)
where E® = EY for the unicast mode while E° T‘S RY for

the multicast case.

V. PERFORMANCE EVALUATION

Computer simulations were conducted on top of a
3GPP-calibrated Matlab simulator to verify the effective-
ness of the proposed analytical model. The dashed lines
of the plots in the remainder of this section indicate the
results obtained with the above mentioned 3GPP-calibrated
simulator. Our simulations consider a scenario where MTC
devices are attached to one LTE-M femto-cell (1.4MHz
bandwidth at 2GHz with symmetric UL/DL radio frame).
The cell layout, radio channel and interfering model are set
according to the [42], while system level parameters are
set in accordance to [14], [19], and [43]. A detailed list of
simulation parameters can be found in Table 1. The aim of
our analysis is to evaluate the impact of different paging,
RA, and data transmission strategies on the performance
of MtMS when considering MTC deployments with small
channel bandwidth. This aspect is crucial when evaluating the

4This value is equal to 77 in the case of unicast transmission (as it con-
siders the reception of the data and the transmission of the related acknowl-
edgement) while it is equal to Ims in the case of multicast transmission
(i.e., only data delivery without acknowledgement) [31].
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pros and cons of solutions designed for MTC traffic, as recent
standardization activities state the importance of reducing the
bandwidth for MTC traffic in order to reduce the complexity,
cost, and energy consumption of MTC devices [38]. For the
sake of simplicity, we don’t consider background traffic in
UL and DL directions.

35 ‘ : ‘ ‘
—O— Standard Paging (SP) >
sol - Group Paging (GP) ]
''''' & enhanced GP (eGP)

25

20t 16 UEs

every 5ms 56%

overhead \
reduction a

g F

- - /

36 UEs
I o every 30ms
Ofg---A--Ar--Ar--A—--A--A—-&--A—--A---A---Ar--A--A—--A--&--A--A—--é.\
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Number of MTC devices

Number of paging messages (A)

FIGURE 4. Number of paging messages by varying the MtMS group size.

The first analysis focuses on the number of paging mes-
sages, i.e., A, of the approaches in consideration in this
paper: (i) 3GPP paging, hereinafter standard paging (SP),
(ii) group-paging (GP); (iii) enhanced group-paging (eGP).
The results are shown in Fig. 4. Obviously the approach that
allows to minimize the number of paging messages is the
GP, as it always needs only one paging message to page all
MTC devices; from an overhead point of view, the GP thus
allows meaning savings. The SP is obviously the approach
with the highest A: up to 32 paging messages are needed to
address 500 devices (due to the fact that a maximum number
of 16 UEs every 5ms can be paged with the legacy 3GPP
procedure). With respect to SP, the eGP has a reduction of
about 56% in terms of A. It is worth noting that the eGP could
introduce further reductions compared to SP by increas-
ing the number of devices paged in every paging occasion.
Nevertheless, dimensioning this number in eGP influences
the performance in terms of paging latency, as analysed in
the following of this Section.

The second parameter analyzed is the total delay of the
paging procedure, i.e., A;fgfng’ which is shown in Fig. 5.
The aim of this analysis is to evaluate the impact of the
RA on the paging procedure. To this end, we consider
the performance of SP, GP and eGP when coupled with the
3GPP RA procedure (hereinafter standard RA, S-RA) and the
code-expanded RA (CE-RA). From Fig. 5, it clearly appears
that the S-RA procedure involves meaningfully delays com-
pared to the CE-RA; this behavior is given by the fact
that the S-RA procedure has a limited set of access code-
words and this is translated to collisions and thus delays.
It is worth noting that the solution GP/S-RA is the worst
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FIGURE 5. Total delay of paging procedures with 3GPP and
code-expanded random access.

performing one: this is due to the fact that all devices are
paged with a single paging message, and consequently a
huge number of devices performs the S-RA procedure at the
same time, with consequent low success probability due to
collisions of access code-words. This phenomenon is less
accentuated when considering SP/S-RA and eGP/S-RA, as
in these cases the number of devices that perform the S-RA
procedure in the same RA frame is reduced compared to
the use of GP. According to the above results, we can thus
conclude that the limited capacity of the S-RA procedure
defined by 3GPP represents the limiting aspect when provid-
ing multicast service to huge number of MTC devices. When
considering the performance of the CE-RA, the behaviors
of SP, GP and eGP are similar. To understand this, we need
to remind that the total delay of the paging procedure when
varying the paging strategy is influenced by two aspects:
(i) the percentage of collision in the RA procedure as this
could potentially involve retransmissions and thus delays;
(ii) the lack of available resources that could potentially
introduce delay during the RA procedure. By considering the
former aspect, it is worth noticing that the CE-RA is charac-
terized by a large set of access code-words and this guarantees
a high success probability in the transmission of Msgl. In a
scenario with 500 devices paged simultaneously, only 16% of
devices experience a collision as it can be verified with (2).
Consequently, the collision does not meaningfully influence
the paging procedure delay when coupled with CE-RA. The
parameter that effectively influences A;g;n < is thus the num-
ber of available resources as the lack of resources involves
delay in scheduling the transmission of Msg2, Msg3 and
Msg4. The GP/CE-RA and eGP/CE-RA would experience
reduced delays in case of a larger channel bandwidth.

Fig. 5 highlights the benefits of CE-RA in reducing the
total delay of the paging procedure; in addition, it shows
that the paging strategy does not meaningfully influence the
paging delay in scenarios with limited channel bandwidth.
Nevertheless, it is interesting to consider the average delay,
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FIGURE 6. Average delay of paging procedures with CE-RA.

ie., AZ;‘ng, of CE-RA when varying the paging strategy.
This metric is shown in Fig. 6. The GP/CE-RA has the highest
average delay. This behaviour is due to the fact that a large
set of devices perform a successfully Msgl transmission,
but due to the lack of resources the Msg2 is not received
within the RAR window: these devices thus need to perform
another RA attempt after the backoff period. When focusing
on the performance of SP/CE-RA, we can note that it allows
a drastic reduction of AZ;ﬁ,mg compared to GP-CE-RA, as
in every paging occasion the SP manages a reduced set of
devices compared to the GP strategy. Nevertheless, The SP
pages 16 UEs every 5ms, and this value still represents a huge
load (i.e., 32 UEs every 10ms) when considering systems with
low channel bandwidth such as LTE-M. We can note that the
eGP/CE-RA provides a reduction of about 35% compared to
SP/CE-RA in terms of average delay. This is due to the design
choice at the basis of eGP. The eGP has been designed to
page 36 UEs every 30ms, as 36 UL resources are available
in an interval of 30ms (please, refer to Sec. III). Allowing
more users (as for instance done by GP and SP) increases
A ings as testified by the results in Fig. 6. It is interesting
to note that the eGP shows an average delay that does not
increase with the MtMS group size as the number of devices
paged in each paging opportunity remains fixed. The benefits

introduced by eGP/CE-RA in terms of a reduced A%,

involve meaningful benefits in terms of energy consumption
(plotted in Fig. 7), with reductions up to 40% compared
to SP/CE-RA. According to the results in Figures 6, 7 and
above, the eGP/CE-RA can be considered a viable solution to
handle the joining phase of MtMS for a large set of devices
as it offers the lowest average delay and energy consumption
while reducing the overhead of the paging procedure.

In the remainder of this Section, we will focus on the
performance relevant to data transmission. We consider the
eGP/CE-RA when coupled with unicast and multicast modes.
In order to evaluate the impact of the message size, we vary
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D% from 1 to 5. The first analysis, shown in Fig. 8, focuses
on the percentage ® of devices receiving the data content
before the expiration of the deadline 7797 . From Fig. 8,
we can note that @ goes below 100% when the number K
of devices is higher than 450 for unicast transmissions with
DY4ta — 4 while this behavior can be observed from K = 325
when considering D¢ = 5. This is due to the high amount
of resources needed in the DL direction to serve a large group
of devices via unicast transmissions. As a consequence, in the
remainder of this Section we only focus on D% — 1 2 3 for
the unicast mode. The exploitation of multicast transmissions
guarantees full coverage until the amount of resources for
data transmission is equal to D% = 25 (these results are
not shown for the sake of clarity of the plot).

The second parameter under investigation is the total

delay in the data transmission procedure, i.e., Agaotz, plotted
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FIGURE 9. Total delay for content delivery.

in Fig. 9. The best performance for the unicast mode is
achieved when D9¢ = 1, where Agaotg is approximately
equal to 500ms in the huge load case of K = 500 devices.
It is worth analyzing the trend of the unicast mode: Ag%
grows of about 200ms with the increase of D%, This aspect
underlines the strong limitation of unicast transmissions even
if considering small data content requiring few resources to
be transmitted. The only case when D4 does not influence
Aggg for the unicast mode is when the size of the MtMS
group is lower than 75 devices for DA — 1 2 3 and lower
than 150 for D% = 1,2. The exploitation of multicast
transmissions allows a reduction of about 6% compared to
the unicast mode with D@ = 1.1t is worth noting the
trend of the multicast mode when increasing D (these
results are not shown for the sake of clarity of the plot):

when D9 s equal to 20, ATOT matches the value obtained

by the unicast mode with D% equal to 1. This result is
interesting because allows to understand that the increase in
the size of data content does not involve meaningful increase
in the overall delay when the data content is delivered with
the multicast mode. As a consequence, this behavior testifies
that the assumption to consider in our system model the same
value D% for unicast and multicast transmission modes does
not meaningfully influence the validity of our model.

When analyzing the average delay (A% dat a) and energy
consumption (E dam) in Fig. 10 and Fig. 11, respectively, we
can observe that multicast transmissions involve a reduction
of about 20% in terms of A% and 14% in terms of Ej &
compared to the unicast mode with D% = 1. Finally, it is
worth to underline the following aspect. From Fig. 10, we can
note that the average delay to accomplish the MtMS session
when using the multicast mode is approximately equal to
30ms. This testifies the settings chosen for the eGP, which is
properly tuned to page 36 UEs every 30ms: within this time
interval, all the paged devices are able to accomplish the data
reception and, consequently, all the UL/DL resources are now
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free to allow a novel subgroup of devices to receive the MtMS
content.

VI. LESSONS LEARNED AND FUTURE RESEARCH TRENDS
A. LESSONS LEARNED

The performance evaluation provided in the previous Section
shows that our proposed MtMS is able to perform multicast
content delivery in LTE-M deployments with an average
delay close to 30ms (please, refer to Fig. 10) . It is worth
noting that this delay is not influenced by the number of UEs
belonging to the MtMS group. Indeed, the average delay to
receive data content does not vary when the MtMS group size
increases as devices are split into different subgroups for the
sake of optimizing the utilization of network resources and
minimizing delay and energy consumption.

The results achieved with MtMS are useful to understand
the overall delay of the end-to-end path. On the UL direc-
tion, recent advances in literature allow to cut the transmis-
sion delay of high-priority messages (e.g., alarms) down to
10ms [12]. Thus, the DL transmission is the segment that
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currently introduces the highest source of delay in the end-
to-end path. Thanks to the analyses conducted in this paper,
we can estimate that the end-to-end delay can be considered
~50ms in case the core network introduces a delay <10ms,
or <100ms otherwise. This testifies the applicability of our
proposed MtMS in enabling end-to-end communications in
smart environments, such as management of traffic lights to
handle emergency services [44] or to balance car traffic to
reduce congestion and pollution [1], [2] in smart cities.

Further enhancements to reach <10ms end-to-end delay
are still required. Reaching this goal would enable the
provisioning of end-to-end mission critical applications,
with consequent novel business opportunities for telco
operators [1], [37]. Possible strategies to be investigated to
reach this target delay are discussed in the following of
this Section.

B. FUTURE RESEARCH TRENDS

With the aim of supporting 5G IoT use cases with strict delay
requirements, several aspects need to be further investigated
in order to cut the delay of MtMS sessions as well as in the
UL and core network segments.

A reduction in the overall end-to-end delay could be
achieved through the exploitation of softwarization and vir-
tualization paradigms [24]-[26], as mentioned in Sec. II-B.
When considering the procedures of MtMS, a source of delay
is related to the joining procedure as it requires to contact
the mobile core (specifically, the MME) to acquire the infor-
mation about the tracking area(s) of devices to be paged.
This delay could be potentially reduced by migrating into the
HeNB-GW the information relevant to the UEs involved in
the MtMS session. Another aspect to be considered in this
field is related to the benefits introduced by the exploitation
of edge clouds [27], [37], [45], which bring computational
capabilities close to the edge in order to avoid to contact the
mobile core. One edge cloud could host the functionalities
of HeNB-GW, MtMS-GW, MtMS-CE, SCS and MtMS-SC:
this could drastically cut the end-to-end delay by allowing
to trigger the MtMS session directly within the edge cloud.
In addition, virtualization may take advantage of the analysis
of big data generated by MTC devices in order to optimize the
network utilization and to improve the performance [46]. For
instance, the best placement of network functions in order to
cut delays and/or to reduce the overhead can be obtained by
considering the knowledge (e.g., traffic patterns, end-to-end
paths, network load) extracted from the data received from
the uplink direction.

Additional delay reductions of MtMS sessions could be
achieved through a proper selection of the UEs to be paged.
Although recent studies focused on this direction [47]-[49],
additional research is needed to tailor these procedures for
MtMS and for deployments characterized by small channel
bandwidth. In addition, mechanisms to perform the join-
ing procedure by considering DRX [17] cycles are needed.
Under this point of view, devices with the same DRX cycle
could be gathered together in the same subgroup in order
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to be paged simultaneously. Furthermore, the coexistence of
UL/DL interfering traffic should be considered in order to
design solutions handling traffic priority and so on.

Finally, another aspect to be considered is related to the
resource allocation for MtMS data. Even though the resource
allocation represents a topic widely investigated for multicast
services [40], the research always focused on the maximiza-
tion of human/network-oriented goals, such as throughput,
in order to enhance the QoS experienced by the users as
well as to improve the resource utilization. In case of MtMS,
additional parameters (such as the level of residual battery
charge of MTC devices as considered for instance in the RA
procedure [50]) could be considered in the resource alloca-
tion step with the aim of allocating transmission parameters
(e.g., power, modulation and coding schemes) in order to
minimize the energy consumption of devices.

VIl. CONCLUSION

The transformation of IoT from a sensor-driven paradigm to
one heavily complemented by actuators, drones and robots
dictates the design of solutions to cut the latency of MTC
traffic in both uplink and downlink directions. In this paper
we analyzed the sources of delay in the end-to-end path of
MTC traffic. We surveyed the current literature focusing on
the performance optimization for the uplink direction of MTC
and for the mobile core of 5G systems. We further proposed
the machine-type multicast service (MtMS), with the aim to
enable the simultaneous transmission of data toward a large
set of MTC devices. We presented the architectural compo-
nents and the procedures to be adopted by MtMS to cut delay,
energy consumption and control overhead. The effectiveness
of our proposal has been testified through analyses conducted
by considering LTE-M deployments. Finally, we discussed
the open challenges to be further investigated for MtMS and
we provided some guidelines to drive the future research on
this topic.
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